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1 General purposes

Computer simulation techniques based on classical mechanics, suak Monte Carlo (MC) or Molecular Dy-
namics (MD), are popular computational tools employed to investigaée the properties of advanced materials
and biologically relevant systems. A key ingredient of all simulation mehods? is the force eld (FF):
a collection of analytical functions aimed to describe the energy ofhe simulated system as a function of
the nuclear positions. If, on the one hand, the majority of popular FFs, empirically parameterized 1° for
a well determined molecular type, o er the advantage of a straightorward transfer of their parameters to
molecules similar to the ones contained in the training set, on the othehand accuracy problems may arise
when the system of interest is characterized by speci ¢ chemical atior physical features, not accounted for
in the standard parameterizations. Examples of this kind are liquid cystalline phases, probe molecules in
their excited states, inorganic-organic hybrid materials, condersd phases in non-standard thermodynamic

conditions, unusual substituents, etc.
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Figure 1. Flowchart of the Joyce /Picky parameterization protocol. Top (blue) panel: QM level. Bottom (pink) panel:
MM level.

Broadly speaking, in all those cases where standard FFs fail andfoan empirical parameterization is
impossible, due for instance to the lack of experimental data, an adirnative route can be followed, abandoning
transferability in favor of FFs speci cally suited for the system under study. Following this idea, several
e orts were made in the past years by several groups. Within this famework, a multi-level parameterization
protocol based solely on QM data and shown in Figure 1 was proposedso by our group, and the resulting
FF therefore named quantum mechanically derived force eld (QMD-FF). 1!

As evidenced by the red (left) and blue (right) frames in the bottom panel of Figure 1, the approach



is based on separately parameterizing the intramoleculat 1?2 and the intermoleculart®14 FF terms. The
former term is parameterized by means of theloyce code, developed by our grouph12 and freely available
at http://www.pi.iccom.cnr.it/joyce .

The present guide regards the  Picky package, which deals with the intermolecular term. As
will be discussed in detail in the following sections, intermolecular panmeters are obtained by an automated
iterative approach,'®14 aimed to minimize the di erence between the interaction potential erergy surfaces
(IPESs) obtained by QM calculations and employing the QMD-FF. The IPESs are sampled through a large
number of dimers in di erent arrangements, which are automatically extracted by Picky from equilibrated
conformations generated by MC or MD runs.

The Picky package, available atttp://www.pi.iccom.cnr.it/picky , consists in several programs: the main
Picky code,which can be used alone to perform dimer sampling over a given con gu ration , and
a number of utilities to assist the user during the parameterization.It is important to mention here that all
codes contained inPicky package interface only with a limited number ofexternal programs , which are
necessary to produce the QM data and the perform the classicaimsulation to retrieve molecular coordinates.
As far as the QM level is concerned, despite the maiRicky code reads the QM energies database in its own
format, it can be useful to automatically create the QM database le through the picky.recovernrg utility.
In this case though, the QM energies should be computed with théSaussian 09 codel® Examples of
Gaussian 09 input les can be found in the examples given with the Picky distribution. As a matter of
facts, the program distribution should include anExamplesdirectory, where some le templates are given for
each step of the parameterization protocol. Turning to the MM levé, the main Picky codes extracts dimers
from an equilibrated con guration of a large number of molecules, usally taken from MD or MC simulations.
The native Picky format is the one used by the MCGBLJ code'® and described in Section 4. Furthermore,
Picky directly interfaces with two di erent MD programs, namely Moscito 7 and Gromacs .18

To accomplish the parameterization protocol, some other utilities ae distributed within the Picky pack-
age. First, the picky.recovernrg  script is an useful tool to recover QM energies fronGGaussian 09 output
les and to organize the extracted data in a proper format, suitableto be read by next Picky step. More
important, the pickyt program can be used to perform the least square tting procedurgto nd those FF
parameters that best reproduce the QM database. Both thesetilities are described in Sections 4.5 and 4.6.
Finally, the getDeltaP utility is a useful tool that helps the user to asses whether or not gparameterization
has converged, as detailed in Section 4.7.

The Picky package was written by Ivo Cacelli,!, Antonella Cimoli, Paolo R. Livotto 2 and Giacomo
Prampolini 3. This software is free software: you can redistribute it and/or malify it under the terms of the
GNU General Public License yide infra) as published by the Free Software Foundation (version 3). This
program is distributed in the hope that it will be useful, but WITHOUT ANY WARRANTY; without even
the implied warranty of MERCHANTABILITY or FITNESS FOR A PARTICULAR PU RPOSE. See the

Livo@dcci.unipi.it
2livotto@iq.ufrgs.br
8giacomo.prampolini@pi.iccom.cnr.it



GNU General Public License for more details. You should have receiveal copy of the GNU General Public
License along with this program. If not, see http://www.gnu.org/licenses/. For further information type,
once installed:

> go.picky -lic

Picky sources, executables and guides can be freely downloaded at:

http://www.pi.iccom.cnr.it/picky



2 Installation
2.1 Picky

The Picky package is intended to run on any Linux platform. The only requiremenis a Fortran  compiler,
such asgfortran, ifort or any other. The implemented compilers are:

gfortran free GNU compiler

ifort Intel compiler, available for academic use

pgfo0 Portland compiler

If95 Lahey/Fujitsu (LF) compiler

To install the package you can follow the next steps:

1. Prepare aPicky build directory in a selected folder ($HOME in the following example).
> mkdir Picky
> cd Picky

2. Unzip and untar the Picky package: Picky.v2-3.tgz with the command:
> tar -xzvf Picky.v2-3.tgz

3. Set the environmental variable PICKY where the program was unpcked, by typing (in tcsh shell):
> setenv PICKY  $HOME/Picky/Picky.v2-3
Alternatively, you can add the aforementioned variable de nition in your .tcshrc le in your home
directory.
If you are using bash shell, type
> export PICKY= $HOME/Picky/Picky.v2-3
or add this line in your .bashrc le in your home directory.

4. Add the Picky binaries directory to your path by typing (in tcsh)
> set PATH = ($PICKY/Bin $PATH)
or add this line into your .tcshrc le.
Conversely, if you work in bash, type
> export PATH = ($PATH:$PICKY/Bin)

or add this line into your .bashrc le.

5. Install the Picky program by writing
> go.picky -f
to use gfortran as compiler.



If you rather use a di erent compiler, type
> go.picky
to see available compiling options.

2.2 Picky utilities

Once the thePicky package is correctly installed, you can further install the two progam utilities mentioned

in Section 1 by following the instruction below.

1. Install the picky.recovernrg utility by writing
> go.picky.recovernrg -f
to use gfortran as compiler.
Just type
> go.picky.recovernrg

to see other compiling options.

2. Install the picky t utility by writing
> go.picky t -f
to use gfortran as compiler.
Just type
> go.picky t

to see other compiling options.

3. Install the getDeltaP utility by writing
> make.getDeltaP -f
to use gfortran as compiler.
Just type
> make.getDeltaP -f
to see other compiling options.



3 Theory and Methods

3.1 Force-elds
3.1.1 Introduction

In most computer simulations based on classical mechanit$ the total energy E®©! of a system composed

by Nmoi molecules is computed as a sum of two terms:

%ol ) %ol %ol )
EtOt - Emtra + Emtser (l)
M =1 A=1 B>A
whereE,i\’,}tra and E;{ger are theintra molecular energy of moleculéM and the inter molecular energy between
the moleculesA and B. Within this framework, the force eld (FF) is a collection of analytical functions

that allow us to compute the total energy:
FE tot EtOt (2)

The same partition of equation (1) can be applied toF F°, thus de ning an intramolecular FF, FFia
for the M ™ molecule and a intermolecular oneF F 1", for the AB pair:

Neo | Mo Mol

FF® = FRY"™ (b;; ; r'™)+ FFAE™ (ras) (3)

M =1 A=1 B>A
The FF@ contribution drives the exibility of molecule M and depends on a collection of its internal
coordinates as bondslf), angles (), dihedrals ( ) or intramolecular distances (™). FFMe" is usually
computed as a sum of the two-body interaction energies betweenlagossible nuclear pairs, and is thus a
function of the set of distancesr g between all nuclei of moleculeA and those of moleculeB .

The model functions employed in theF F|""@ | as well as all the details concerning with its parameteriza-
tions are beyond the aims of this guide, since th&icky code deals with intermolecular parameterizations.
Hence in the following only the intermolecular procedure will be discussl. For further details about in-
tramolecular parameterization, please refer to theloyce original paper'! or to the manual, freely distributed

with the code at http://www.pi.iccom.cnr.it/joyce .

3.1.2 Reference QM data

The FF}{ger contribution for a given molecular pair AB is usually computed as sums of two-body terms,
each accounting for the interaction among all possible pairs of nudleNy and Ng of A and B molecules,

respectively:
n #
_ Xa Re X
FFAE™ = fi(rij s P) (4)
i=1j=1 &k

whererj is the distance between atomi of moleculeA and atom j of moleculeB, while f [ is a function

k

of type k (k = Lennard-Jones, Buckingham, Coulomb, etc.) adopted for the ij pair, and Pj the set of



parameters which de nesf ,}‘ It is important to recall that the same collection of functions can beemployed
to describe the interaction of di erent kinds of dimers, but it is in the parameters that the chemical
speci city of each species is accounted for

The main scope of thePicky procedure is to nd, for a given molecular species, the parametersbée to
best match the multi-dimensional FF IPES, FFK‘Bter , described through a representative number of points
(AB dimer conformations), with the QM IPES, E™®’  sampled in the same points at a chosen level of

theory.

3.1.3 Intermolecular vs binding energy

Given the availability of a large enough number of conformations of tle AB target dimer, the intermolecular
FF energy in a speci ¢ geometrical arrangement, is usually paramet&ed against the intermolecular energy
Ener computed at QM level for the A and B molecules in the same spatial disposition.
Strictly speaking, it may be worth distinguishing between the de nitions of intermolecular and binding

energy. The latter, indicated as E"" | is de ned as
EPM = Exp  (EQ+ ER) (5)

where Eag is the dimer total energy and EE\:B is the energy of the isolatedA/ B monomers, each in their
equilibrium geometry. Conversely, the intermolecular energy E'™®" between moleculesA and B in a generic

conformation is
EM = Exg (Ea + Eg) (6)

where Eag is again the dimer energy, butE 5-g is the energy of the isolated monomeA=B at the geometry
adopted in the dimer, which may be dierent from EXZB, that is the one corresponding to its minimum

energy conformationin vacuo. From equations (5) and (6),
ginter — phbind ( pinra | gintra (7)
with
EMa =g, EY ; M=AB (8)

Hence, if molecular exibility is taken into account, and the monomers brming the AB dimer are in a
molecular conformation di erent from the equilibrium one, Einer includes a relaxation/distortion term
EX‘SE";‘ of monomerA (or B), due to the AB complex formation, which depends explicitly on the monomers
internal coordinates. Picky can either account implicitly for E}&l‘”a or neglect its contribution, by using
exible MD simulations or rigid MC sampling steps, respectively: see the dscription of routes | and Il in

section 3.2.2.
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3.1.4 FF Model Functions

By looking at equation (4), it appears that di erent k-types of functions can be employed together to make
the overall analytical expression ofF FiAnéer more exible, hence obtaining a more adherent representation
of the QM IPES, E™e" . Furthermore, it should be noted that the same interaction sitei (and/or j)
can interact through more than onefX. An example of this is the popular Lennard-Jonesplus Coulomb
(charge-charge) combination.

Severalk-type functions are implemented in thePicky package, and di erent others can be easily added

to the code. A non comprehensive list of available functions is given inhte following.

Lennard-Jones

The standard Lennard-Jones (LJ) potential:

n #

oo 12 .6

f (ri PR )=4y L 9)
Fij Fij
The set of parametersP ) for eachij pair, i.e. j and j , is obtained form the atomic parameters , and
n (n = i;j) via the Lorentz-Berthelot mixing rules:
1 1

=iz =500+ ) (10)

Modi ed Lennard-Jones
The standard Lennard-Jones (LJ) potential (9) can be made more &ible by the inclusion of an additional

parameter ( ), which controls the well width:

. 12 . 6#
B (s P ) =4 (ri ijJ ( Jij 1)) (ri J( i} 1)) ()
The parameter setP™ | composed of i, ij and j is again obtained from single site parameters, via
equation (10) for the rst two and, similarly, for j; :
i =( j)% (12)

Note that if j is setto 1 for eachij pair, equation (11) becomes equal to (9).

Gay-Berne anisotropic potential

Given an MC or MD program able to handle anisotropic potentials,i.e. Corner potential functions which
not only depend on distancesj between interaction sites, but only on the reciprocal orientation ¢ de ned
vectors () associated with the sites, thePicky procedure can exploit such kind of non central FFs for

QMD-FF parameterization.
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In particular, the Gay-Bern potential 1°21 can be used, between two anisotropic interacting sites and j,

de ned by their spatial position and orientational vectors (0; and 0;, respectively)

12 6
FP2 (i 5 00 PFR) = Cip (rip 5005055 PFR) Sy (rig 30450555 PFP) Sip (rij ;030555 PF8) © (13)
where
0,
Sij (rij ; 0i;0;; PSBY = . (14)
R SN CHUH DR
and

1 i 2 "
Ci (00055 PEB) =4 917 (0501 9 [P (0051 (15)
In equations (14) and (15), the functions j (0;; 0,1 ), i(jl) (0i;0;) and i(jz) (0i; Q;; 7y ) are de ned in terms

of the quantities , , { and { through equations (16)-(18):

Rt 0%+ 20y 0)2 2 5(f 0)(F o) 2
i (0i;0;;0) = i(j) 1 i — J Jl Jﬁ(ﬁi 0,-)2] J S~ (16)
Doy =0  2oo)? : (17)
and
i(j2) (0058 =1 0 ( i(jz(f‘ij 0i)? + |(j) z(f\ij 0; 2 2 i(jJ(f\ij 0;) (% 0) (19)

y 1 Pi0g)?
Similarly to the LJ term, the PCB parameter set (containing ﬁ’ ij » €tc.) can be obtained via mixing rules

from parameters de ned for each atom or, more in general, interaing site. In Picky , the chosen atomic

parameters that form the PGB set are:

PGB 0. ss. ee. 0. ss. ee. ..

Despite a widespread employed analogous of the Lorentz-Berthelotles is missing for the GB potential, the

following mixing rules are adopted inPicky

1. The quantities j and j are obtained following the mixing rules proposed in Ref. [21], that is

(92 (5?2 . _ 02 O
ee\2 SS)2 ee\2 sS)2
%:[(.) C 22)0C 79 ) (20)

(797 +C S+ 2

2. Several other quantities €.g. %5 or ag), are derived following a Lorentz-Berthelot-like approach,

thus de ning
1 1
§=(0DE g= 00w P @
1 1 1
ij=§(i+ i) ijzi(i"' i)soi =)z (22)
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3. The three remaining quantities, namely ? #, ¢ ﬁ’ 2 and &, were computed according to Refs
[22,23]:
(™7 (59 (7 (597
i LA T v s ol (23)
() i+(79 (F) 1 +(5) 0
SS L ee L SS - ee -
[( ] ) () i][( )i (79 j]
F= J (24)

[( SS) ()R T ) ]

It it is worth noticing that all the above equations hold also in the case hat one interaction site is

isotropic, thus for hybrid LJ-GB models (see for instance Ref. [22]).

Coulomb Interactions

Electrostatic interaction among point charges, dipoles and quadrpoles can be computed via a multi-pole
expansion??-24
Note that only the charge-charge term,i.e. the Coulomb interaction between two point charges,

fi}:h Ch(ru ,PCh chy — qr? (25)

is a central FF function, as it depends on ther; distances only. The corresponding parameter sepch °h
contains all the interacting point chargesa,.
In standard FFs, the point charges are often re-parameterizeda match the discrete charge distribution
arising from the electrostatic potential computed, usually on one nonomer, at QM level. Since this approach
is also QM based, it is possible, during thePicky parameterization, to not optimize the PS" " set, but
rather transfer the point charges from some previous QM populabn and perform the parameterization of
other parameter sets keeping eachy, xed to the initial value.

The dipole-dipole term between two dipoles ; and ; (whose orientation is described by thed; and 0;
vectors) is anisotropic, and can be expressed as
Ci ) (@ 09)  3(0 )0 1))

3
I’IJ

dlp dlp(rIJ 0 0] , dlp dlp) (26)

In this case, the set of parameter? 9P 9P consist in the collection of employed dipoles ,. On the same
foot, the quadrupolar interaction between two quadrupolesQ; and Q;, is computed as
3 . .
R Oy iaa; PR 9= TAD 12t 0)2 s@ ) 50 f)?
i

200 Op)(8i R Ry)+35(t 1y)P(0 )2 (27)

with the parameter set PQ @ containing all quadrupoles,Q,

13



Yukawa potentials
Despite inserted in an obsolete implementation, the Yukawa potentihis still available, in the form
Aj e Bij ri

rij (28)

finuk(ri,- B ) =

Repulsive potentials
It can be sometimes convenient to use additional repulsive functionto better parameterize the short-
distance branches of the sampled interaction energy curves. Fahis reason, the following "wall" potential

is also available inPicky
FV (i s Wi sdy ) = Wy (ry di)? (29)

3.2 Parameterization procedure
3.2.1 The functional |

Once the proper function (or sum of functions) to compute the inermolecular FF F FK‘Bter is chosen, the func-
tional | can be de ned as the weighted sum of the squared di erencéetween the FF and QM intermolecular
energies computed over the sampled geometries for dimaB .

P S:giaom I( Eiqnter FFg]nter [pinter ])2]6 Eg‘te’

g N geom
g=1

[ inter _

(30)

e E ignter

whereg runs over the Ngeom Sampled dimer geometries, a Boltzmann-like weight and P™®" the intermolec-
ular FF parameters connected to the model functions employed iffr Finer . NOte that since all parameteri-
zation procedure concerns with theAB dimer, in equation (30) and in the following the AB subscript has
been dropped. The best parameters able to match the FF energiegith their QM computed counterparts
are obtained by minimizing the functional (30) with respect to setP™e"  imposing

@ _

@ 08 (31)

3.2.2 Picky routes | and Il

There are two possible parameterization routes that exploit thePicky software, either based on MD or on
MC simulations: they are sketched in Figure 2. For the sake of clarityin the following they will be indicated
as route | (MD based) and route Il (MC based).
Route |

The original approach'® (route 1) coded in the Picky software is illustrated in the left panel of Figure
2. The crucial points of the Picky protocol are summarized in the following, whereas further detailsan be
found in the original paper.!3 It essentially relies on sampling the QM IPES of a target dimer by computirg

the QM interaction energy ( E™€") of a rather large number of molecular dimer arrangements. Each

14



/ Route I Route II \

| Trial parameter set P, | Trial parameter set Po |
o) o)
m MD-NPT MC-NPT .
(flexible molecules) (rigid wmolecules)
Y ) ~
dimer sampling on MD dimer sampling on MC A
g‘ trojectory configurations 8
3 Y v \%
v Y
Q QM calculakion of QM calculation of -y
y intermolecular energy on binding enerqy on all
o all sampled dimers sampled dimers la]
v v
[ i
Non-linear fitting of FF Non-Linear fitting of FF
parameters parameters
! : .
QMD-£F n) n) > (QMD-FF,
@ Convergence test: yes/mo Convergence test: yes/mo S 7/

Figure 2: Picky parameterization routes | (left) and I (right). Route | was rst implemented in Ref. [13], whereas route |
was proposed more recently, in Ref. [14].

geometry is extracted, according to a well-established protocolsge Section 3.2.3) from MD trajectories
performed on condensed phase systems composed of severaitdnads of molecules. The nal QMD-FF
is obtained at the end of an iterative procedure, controlled by a covergence threshold. Since it is based
on MD, a FF""@ term is required to perform simulations. The parameter de ning this intramolecular
part can be taken from the literature or, following the QMD-FF scheme illustrated in Figure 1, obtained

through the Joyce protocol.*:12 In any case, theFF " s xed and kept constant throughout the whole

parameterization.
A single cycle, as shown in the left side of Figure 2 can be summarized slows

) A trial set of FF intermolecular parameters is chosen to start up the rst simulation.

) A number of dimers (50 - 100) is extracted with the Picky algorithm (see Section 3.2.3) from the
equilibrated MD trajectory.

) The intermolecular energy E™€" of the selected dimers is computed at a chosen QM level.
) The QMD-FF parameters are obtained by minimizing functional (30)

) The resulting QMD-FF is employed in a new MD simulation and the steps ) ) iteratively repeated

until a convergence criterion is satis ed.

The convergence is evaluated at the end of eadPicky cycle (see step ), through the quantity  P¢, which
is a measure of the di erence between the QMD-FF IPES at the curret cycle ¢ with the IPES generated by

15



the FF parameters of the previous stepc 1.
0 1

N ngints
1 3
P = @

N[

(FFri1nter )C (F Fri1nter )C 1 2A (32)

N points n

where FFMe" s the intermolecular dimer energy computed with the QMD-FF parameers, obtained at the
St parameterization step for the n!" geometry. This quantity allows for an estimate of the variation of
the FF PES, during the parameterization cycles. The sum is over a dese six-dimensional grid ofN pgints
geometrical points (X,Y,Z, , , ), which identi es the relative geometry of the two molecules in the dime.
The unphysical points corresponding to overlapping molecules areat included in the grid.
Route Il

Since during MD simulations molecules are not only rotated and transleed as a whole but also inter-
nally displaced, the monomers forming the dimers sorted during row | are found in conformations di erent
from the the equilibrium geometry obtained in vacuo. Given the FF partition described by equation (1),
and considering that the FF""@ contribution is generally derived from data concerning only the isolagd
monomers, it can be preferable to parameterize th&F "¢ over a QM IPES which does not include any
source of intramolecular energy, as the E}{‘Eg term, shown in equation (8).
The alternative route Il satis es this requisite, as it is based on MC simulations, performed on rigid molecules.
This can be easily accomplished by applying trial moves that only alter he molecules spatial disposition,
without attempting to displace their internal geometry. The latter can be initially xed for all molecules to
equilibrium geometry obtained at QM level for the isolated monomers.In this case, as evident from equation
(8), EN"@ vanishes, causing EMe" and EP" to coincide.
Another di erence with the previous implementation, is that the intr amolecular termF F "' s not necessary
for the intermolecular parameterization, and, as evidenced in Figu 1, it can be added to thePicky pa-
rameterized FF "€’ term subsequently, to assemble a FF which accounts for molecular »bility, suitable
also for MD runs.

Besides the above mentioned issueRjcky 's route Il, illustrated in the right panel of Figure 2, is rather

similar to route | and can be summarized as follows:

) A reliable starting set of intermolecular parameters is assigned to le target molecule and a MC
simulation is carried out in the isothermal-isobaric ensemble (NPT), in $andard conditions (usually
298 K and 1 atm). Molecules may translate and rotate, but no chang in the initial internal geometry

of each monomer is permitted.

) Following the Picky automated procedure gide infra, several dimers are extracted from the equili-
brated MC conformation.

) All sampled dimer con gurations are employed in a QM calculation to obtain ENer

) The QMD-FF parameters are obtained by minimizing the di erence beween the QM computed dimer

energies ( E™€" ) and those obtained by means of QMD-FF intermolecular term g FFiner ). Dij erently

16



from route |, both E™e" and FF™e terms now only depend on the distance between monomers
and on their relative orientation, and there is no explicit dependencef the system energy over internal

coordinates.

) The resulting QMD-FF is again employed in MC runs and the procedureiteratively repeated until the

P. convergence is satis ed.

3.2.3 Sampling

In both parameterization routes (I or Il), the Picky code has the task of selecting from one snapshot
extracted from a MD (or MC) run a given number of dimers to be con&lered for a QM calculation, with the
aim of exploring as far as possible the full con gurational dimer spaceThis is no simple task, as a random
selection would result in many similar conformers, with no insurance o& balanced and exhaustive sampling,
unless an extremely large number of dimers is sampled. This latter hygihesis in though infeasible, due to
the computational cost of the QM calculations of the intermolecularenergy, which have to be performed on
each sampled dimer.

To circumvent this problem, a di erentiality index DI was devised in the original papef® and imple-
mented in the Picky code. Indeed,DI allows for a quantitative estimate of the "di erence" between two
sampled dimers: it is essentially based on geometrical information reeved from the nuclear coordinates of
each dimer, and is automatically evaluated for each dimer "picked" byPicky among the stored MD (or MC)
con gurations. Thus the selection is able to discard the dimers 'similar'to any of those already included in
the QM database and to accept those dimers which are rather di eent from the stored ones. In this way
the representativity of the QM database can be gradually improvedand the FF parameters are expected to
be increasingly more adequate to the whole PES. Finally, two additionafeatures are considered during the
sampling. First, the interaction energy of the dimer under scrutiny is also taken into account, in order to
avoid those dimers having high energy and representing a portion ahe dimer IPES with a small probability
of being populated at room temperature. On the other hand, the dtance between the two dimers (usually
de ned as the distance between the centers of mass) is nally consided, to limit the number of dimers well
far apart, whose long-range interactions are almost null and do rtocontribute to the most relevant IPES
sections.

Di erentiality index

The di erentiality index DI is a quantity approximately ranging from 0% to 100%, devised with theaim
of quantifying "how di erent” two dimers are. When DI vanishes, the two dimers are practically identical,
conversely, largeD| values indicate that the considered dimer pairs are isigni cantly  di erent geometrical
arrangements. To computeDI the only information needed are the nuclear coordinates, in a xed rierence
frame, of both monomers forming the dimer, the masses of the inlwed nuclei and and expressionj.e.
Fl:}\”éer in equation (4), to compute the interaction energy for each dimer fom the former geometrical data.

More precisely, a long molecular axid", (which can be coincident with the principal inertia axis or simply
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de ned based on the positions of two chosen atoms), a "short" moleular axis S, perpendicular to ', and an
inertia tensor fn are assigned to each involved monomar. Next, the versor Ian that connects the centers
of mass of them™ and the n™ monomer composing themn dimer is computed and stored.

When comparing a currently selected dimefAB , in the g geometry, with a previously accepted dimer
(corresponding to the sameAB dimer species but in the geometry) Picky computes four contributions to

DI (DI core, Dl iex , DI'1n and DI gg) as follows:

1. Dl core accounts for the di erence in the relative orientation of the monomners and is obtained as an

average of four contributions:

_(A+B+C+D)

DI core = 1 (33)
where

A= (Ca Ca) (€ 0) (34)

B=2(Ca Raa) (€ R ) (35

C= (s Rpe) (€ R ) (36)

D=2 %) ¢ $) (37)

It should be noted that, by construction, all above terms are allowe to take values within the [0,1]

range.

2. Dl f1ex , the second contribution to the di erentiality index, depends from the di erences in the internal

geometry of each monomer involved in the comparison, and it is comped as

_(E+F+0G)

DI flex — 3 (38)

The rst two terms of the above equation are optional, and they arede ned only in presence of exible
(aliphatic) chains. In such cases, a number of chain segmentésegm can be de ned along the chain (for
instance the number of C-C bonds within the chain), and the corregonding versor, and elongation
d, for each segments can be retrieved from the monomer coordinatéor each segmenh. Within this
framework, E and F contribution can be de ned as:

1 e

E =
2N segm

(Oifa; Gigp)  (Oip g Gip ) (39)

i=1

1 e (dija; *+ digy)  (dip 1+ dif )

max
di

(40)
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Note that while the E contribution falls in the [0,1] range by construction, the F value depends on the

chosen normalization constantd)'®*, de ned for each chain segmenn. If
™ dya=s) di(= ) 8N (41)

then also F2 [0,1].

The last term of equation (38) takes into account the di erences inthe internal geometries of each
monomer (of dimer AB and , respectively) due to the distortion of sti coordinates, essentidly
bond lengths, angles and rigid dihedrals (as those driving the planant of aromatic rings). If |,

indicates the linear displacement from the FF equilibrium values ( = b Ip) and  the angular one

(for either planar angles or dihedrals, = 0), the G contribution is expressed as an average of
two terms
bonds 4 (sangles
6= = (42)
2
where
N
1 Wonds
Gbonds - - ) ) 24( _ P 43
2Nbondscbonds i ( '(A) i )) ( i(B) i( )) ( )
and
1 N9(gles
Gangles — ( i) i ))2+( ®) ! ))2 (a4)

2Nanglescangles i
where Npongs and Nangles are the number of bonds and angles in each monomer, where@gongs and
Cangles @re normalization constants to make sure that both terms fall within thew [0,1] interval. As
detailed in Section 4.4.2, defaults are set for both constants insidehe code, but they can be easily

re-de ned by the user during parameterization.
. DI |, is obtained from the comparison of the inertia tensorsfag and{ , of the two dimers:

Trifag] Tr[f ]
max[Trffa ;Tr[f 1]

Dl In — (45)

where Tr[f] indicates the trace of the inertia tensor. As for the previous terns, alsoDI |, 2 [0,1].

. The fourth and nal contribution comes from the comparison of the intermolecular energy:

FF inter FF inter
Dlrr = s (46)

Emax Emin

whereEmax and Enin are the maximum and minimum FF intermolecular energies allowed for a sapled
dimer. Both quantities are set by the user inPicky input (see Section 4.4.2). It is important to note
that the FF intermolecular energy FF "®" js computed through the parameters obtained in the previous
Picky cycle.
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The nal DI index is eventually computed byPicky as
DI = WcoreDl core + Wiiex Dl flex + Win Dl jn + Wrg DI EE (47)

where di erent weights (Weore, Wtlex » Win @and Wrg ) can be chosen for each of the four terms and are tunable

from Picky input (see Section 4.4.2 for details and defaults).
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4 User Guide
4.1 General scheme

A ow chart of the Picky parameterization procedure is reported in Figure 3. It appears thaa parameteri-
zation cyclec (consisting in steps to , see Section 3.2.2 for details) requires a number of di erent codest
be accomplished. Most of them are contained within the presericky distribution, but two essential infor-
mation for Picky have to be produced with external programs, that is theQM computed intermolecular
energies and an equilibrated MC or MD con guration of the target species T) condensed phase in
speci ed thermodynamic conditions (usually NPT).

As far as the QM data are concerned, at presenPicky can interface with the Gaussian 09 '° code.
More precisely, the Picky main code can save all sampled dimer in standardaussian 09 input les
(see Section 4.5.1 for details), which already contain all the instrueébns to perform the QM calculation of
intermolecular energy at the chosen level of theory. Furthermag, the picky.recovernrg utility automatically
builds and updates the QM energy database required b¥icky by reading Gaussian 09 output les. Yet,
any quantum chemistry code can be used to compute intermoleculagnergies, if the resulting values are

stored in a le with the correct Picky format, as will be speci ed in Section 4.5.

Figure 3: Picky parameterization route (left) and codes (right) needed to run the procedure. All codes that come with the

present distribution are evidenced in red. Gaussian 09 , Moscito and Gromacs code have been already interfaced with the
Picky package, but the Picky native format (see text) can be used if the data (QM energies, system geometries) have been
obtained form other sources.

Turning to the condensed phase con gurations, these are usuallyltained from computer simulations
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performed on several hundreds of molecules, either with MC or MDdchniques (see Section 3.2.2). In the
latter case, Picky is able to read directly the output les of two popular MD programs: Moscito %7 and
Gromacs ,,'® while, in the MC case, is directly interfaced with the output of a "in house" MC code, named
MCGBLJ. 22 |n any case, as for the QM databasePicky may read a bespoke documented format (see
Section 4.3), so that any MD or MC program can be virtually used, givae the possibility to "translate” the
resulting equilibrated con gurations in the correct Picky format.

In the following all the codes mentioned in the scheme outlined in Figure are illustrated, by brie y men-
tioning the important features (input and output formats) of the involved external programs and discussing

in detail all the commands and les required by the codes included in theresent Picky package.

4.2 Starting trial parameters

During the iterative parameterization procedure, concretely in sep ) de ned in Section 3.2.2 and displayed
in Figure 3, an equilibrated sample of a fairly large (500 to 1000) ensdnte of molecules is required. MC or
MD techniques can produce such samples, with the further advamige that all molecules can be equilibrated
in speci c thermodynamic conditions. Yet, to beign the Picky cycles, a starting set of trial FF parameters
to run the rst simulation is required.

Either they are taken from standard FFs (see for instancenttp://virtualchemistry.org/ ) or transferred
from previous parameterization, these starting parameters shdd be given to the Picky code in aspecic
format (which is the same employed for the FF parameters at each Picky cycle, during the whole
parameterization).

In the following, the three implemented formats are described.

4.2.1 Picky format

Picky original format for FF parameters (extension:prms) is the same used by the MCGBLJ code. It is the
format that should be used when following route Il (see Section 3.2)2 When a di erent MC code is used to

perform the simulations needed during parameterization, the le cotaining the intermolecular parameters

should be converted to this format.

As an example, a parameter le for the benzene molecule (namebenzene.OPLS.prmssee Section 5) is

shown below. Sentences starting with thef symbol are comments andshould not be included in the le.

# insert here molecular geometry
# Format:

# site number | atom label | x A) | y A | z A

%molecule
1 ¢ 0.000000 0.000000 -1.399136
2 C 1.211689 0.000000 -0.699568

[.]
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6 cC -1.211690 0.000000 -0.699569
7 h 0.000000 0.000000 -2.486212
[...]
12 h -2.153123 0.000000 -1.243107
%end
# insert here LJ intermolecular parameters
# Format:
# site number | atom label | epsilon (kJ/mol) | sigma (A) | xi
%INTER_prms
XX site name e0 sO CSi
1 c 0.29284 3.5500 1.0000
2 c 0.29284 3.5500 1.0000
[...]
6 c 0.29284 3.5500 1.0000
7 h 0.12547 2.4200 1.0000
[...]
12 h 0.12547 2.4200 1.0000
%end

# insert here Coulomb charges (ch-ch parameters)
# Format:
# site number | atom label |

charge | q

%ELECTROSTATICS
XX site name type
1 c charge
2 c charge
[...]

charge
charge

[.]

charge

value
0.115
0.115

6
7

0.115
-0.115

00

12 h
%end

-0.115

# insert atom masses
# Format:

# site number |
%MASS

atom label | mass

12.0110
12.0110

12.0110
1.0079

jl'—ljol._loo

12
%end
%INTER_END

1.0079

# insert here intramolecular parameters (optional)
# NOT involved in the parameterization
%INTRA_prms

BOND
1 2 2855.29403 1.399
2 3 2855.29403 1.399

[.]
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6 12 3185.37297 1.087
END
BENDINGS

1 2 3 587.5349  120.00

4 5 11 L] 310.6409 120.00

TORSION IMPROPER

1 2 3 4 718980 0.0 0.0
[.]
1 2 3 9 602710 00 180.0
6 1 2 8 602710 00 1800
END

END

42.2 Gromacs format

If route | is followed (see Section 3.2.2), an MD code should be used taquuce the equilibrated system
con gurations. Picky directly interfaces with two MD programs, Gromacs 8 and Moscito 17 both freely
available at http://www.gromacs.org/ and at http://139.30.122.11/MOSCITO/ , respectively. These pro-
grams adopt di erent formats for the les containing the intermolecular parameters and other information
required by Picky , namely the :top and :system les.

When a dierent MD code is used to perform the simulations needed dung parameterization, the le
containing the intermolecular parameters should be converted in o of these formats. As an example, a

Gromacs parameter le for the pyridine molecule (named pyridine.top), is shown below.

; instructions needed by GROMACS

[ defaults ]
; nbfunc  comb-rule  gen-pairs fudgelLJ fudgeQQ
1 3 no 1.0 0.0
; insert here atom masses, and LJ parameters
; Format:
; name | mass | charge | ptype | sigma (nm) | epsilon (kJ/mol)
[ atomtypes ]
; name  mass charge ptype sigma epsilon

n  14.00670 0.0000 A 0.31396  0.9679
cl 12.01100 0.0000 A  0.34047 0.3390
[.]
h2 ~ 1.00790 0.0000 A 0.24200  0.0267
h3  1.00790 0.0000 A 0.22907  0.2250

; insert here molecular label (needed by GROMACS)
[ moleculetype ]

; Name nrexcl

piri 6
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; insert here atom masses and charge parameters
; Format:

; atom number | site nhame | mol number | mol name |
; atom name | charge group | charge | mass

[ atoms ]

;nr  type resnr residue atom cgnr charge mass
1n 1 piri n 1 -0.521840 14.0067
[...]

11 hl 1 piri  hl 11 0.045901 1.0079

; insert here all intramolecular parameters
; needed by GROMACS but NOT used Rigky
[ bonds ]

-1 aj

1 2 1 0.1340 28000.0

1 6 1 0.1340 25000.0

[...]

4 9 1 0.1093  300000.0
[ angles ]
ai aj ak type t0O kb
1 2 3 1 124.00 869.4750
1 6 5 1 124.00 869.4750
1 2 7 1 116.00 392.2140

[...]

4 5 10 1 121.00 313.7200

’

[ dihedrals ]

;ai aj ak al

12 3 4 2 0.0 94.1810

4 5 6 1 2 0.0 94.1810
[...]

9 4 5 10 2 0.0 39.9740

; insert here system specifications (title)
; needed by GROMACS

[ system ]
; Name
Pyridine 512 molecules for GROMACS

; insert here number of molecules composing the whole system
[ molecules |
; Molecule name  #mols

piri 512

Additional information regarding the Gromacs format for topology les can be found in Ref. [18].
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4.2.3 Moscito format

The following example illustrates a parameter le, again for the pyridine molecule (namedpyridine.system),
to be used with Moscito , another MD program interfaced to Picky

S
#
# MOSCITO SYSTEM FILE for Pyridine
#
H e e
# insert here site's charges & masses
# Format:
# atom name | charge | mass

begin{sites}
# name charge mass

N -0.6335 14.0067d0

C1 0.4178 12.011d0
C2 -0.4420 12.011d0
C3 0.1681 12.011d0
H1 0.0368 1.0079d0
H2 0.1823 1.0079d0
H3 0.0756 1.0079d0

end{sites}
# insert here (modified) LJ parameters
# Format:
# atom name | sigma (A) | epsilon (K) | xi
#

Lennard-Jones Interaction (from OPLS):
begin{lorentz_lj}

# sigma (A) epsilon (K) csi
N 3.1784 115.581061 1.d0
C1 2.9578 49.7924646 1.d0
Cc2 3.6718 38.8477453 1.d0
C3 3.4923 39.2566687 1.d0
H1 2.2452 8.31077116 1.d0
H2 2.2167 20.4702358 1.d0
H3 2.4706 16.5132978 1.d0

end{lorentz_lj}

# insert here molecular label and geometry

# Format:
# atomname | x A |y A | z A
# oo MOLECULE DEFINITION:
begin{molecule}
label piri
begin{configuration}
# label x y z
N 0.00000000 0.00000000 1.42099100
C1 0.00000000 1.14214600 0.72199400
[...]
H1 0.00000000 -2.05976100 1.30865900

end{configuration}
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# insert here all intramolecular parameters

# needed by MOSCITO but NOT used Bicky
begin{constraints}
1 2 1.340
1 6 1.340

[...]
4 9 1.093
end{constraints}

# Bond bending definition from OPLS
begin{angle}
# atl at2 at3 k_b (kJ/mol deg”-2) tO (deg)
1 2 3 869.4753 124.0
1 6 5 8694753 124.0

[.]
4 5 10 3137199 121.0

end{angle}
#Bond torsion definition from OPLS
begin{dihedral}
# type atl at2 at3 at4 k d (kJ/mol) pO
improper 1 2 3 4 94.181 0.0
[...]
improper 9 4 510 39.974 0.0
end{dihedral}
begin{exclude}
all

end{exclude}

4.3 Obtaining system con gurations ( Picky step )

After the selection of the initial set of trial parameters or every time a newPicky cycle starts with step ),
a MC or MD code has to be used to produce a con guration oN o molecules. In the currentPicky imple-
mentation, the parameterization is possible only for homo-dimers, énce only con gurations of pure phases
(liquid, solid or gas) should be given toPicky . Care should be taken in assessing the equilibration
of the system . This can be achieved by monitoring key quantities along the simulatiorrun, as for instance
density in the NPT ensemble.
Work is currently in progress to extend the procedure to mixtures(i.e. hetero-dimers) and, consequently, to
solute-solvent systems.

Picky samples dimers from these MC or MD equilibrated con gurations, whichare required to be

previously stored in a proper format, as detailed in the following.

4.3.1 Picky format

Picky 's native format (:cnf) is the one used in the MCGBLJ* 22 code. If other MC (or MD) codes are
used to obtain the equilibrated con gurations, the chosen snapshs can still be stored in this format (or in
one of the MD formats shown hereafter). In the following,Picky 's :cnf format is shown. Please note that

sentences starting with the# symbol are comments andshould not be included in the le.
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# insert here system specifications
# Format:
# number of molecules | number of atoms per molecule
216 12
# insert here atomic coordinates for all atoms (2592)
# Format:
# atom label | x A) | vy A | z A
c 9.0301 18.9050 3.3807
c 8.0391 17.9391 3.1809
[...]
c 8.2959 16.5988 3.4905
h 11.5106 16.8992 4.5963
h 11.0531 19.2859 4.0460
C 11.3403 12.8569 1.4755
[...]
h 34.9244 46.5188 22.7752
h 36.1726 44.3668 22.9115

43.2 Gromacs format

If the parameterization if performed according to route I, and theequilibrated con gurations are produced by
means of MD simulations,Picky can read system coordinates directly inlGromacs and Moscito formats.
If other MD codes are used, coordinate les should be converted in dier one of these two formats.

In the following, the Gromacs :gro format is shown. As previously mentioned, sentences starting witlthe
# symbol are comments andshould not be included in the le.

# insert here system label (title)
pyridine for GROMACS

# insert here total number of atoms (5632)
5632

# insert here system coordinates

# Format:

# molecule number | molecule label | atom name | atom number |
# x (nm) |y (nm) |z (nm)

1piri n 1 1284 1498 2.909
1piri cl 2 1373 1536 2.816
1piri c2 3 1447 1654 2.828
1piri c3 4 1442 1.731 2.944
1piri c2 5 1367 1677 3.048
1piri cl 6 1289 1562 3.027
1piri hl 7 1368 1472 2727

[..]

512pii h3 5630 1.944 0.278 1.545
512piri h2 5631 1.763 0.143  1.658
512pii hl 5632 1.636 0.255 1.842

# insert here box dimensions
4.12076 4.12076 4.12076
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4.3.3 Moscito format

The last supported format for con gurations is the Moscito mos:structure _out le, illustrated in the below

box. Again, sentences starting with the# symbol are comments andshould not be included in the le.

# insert here box dimensions
3.985563 3.985563 3.985563

H*

insert here number of molecules (512)
512

repeat the following instructions for each molecule
starts with a blank line

insert here molecule's name

insert here system specifications

Format:

type number | number of atoms | molecule number
insert here atom specifications

Format:

atom label | atom type number

insert here molecule's coordinates,

velocities and forces

Format:

x A1 yA1z®A
vx (Aips) | vy (Alps) vz (A/ps)
fx | fy [fz
piri
1 11 1
n 1
0.95703381E+00-0.38705823E+01 0.37522110E+00

0.43254547E+00-0.89751697E-01-0.26930199E+00
0.49572800E+03 0.11127368E+03-0.27333509E+01

C

8.10644864E+(§1—0.37910864E+01 0.38472636E+00
0.33029466E+00 0.25445879E-01-0.73581165E-01
-0.70925058E+02 0.38164070E+03-0.60196153E+03

c3 4
[..]

h2 6
0.93620470E+00-0.38649472E+01 0.32216168E-01
0.18554898E+01 0.98562127E+00-0.72818354E-01
-0.52769007E+03-0.35503906E+03 0.20181772E+03
hl 5
0.81995887E+00-0.39562572E+01 0.24981155E+00
0.41654327E+00-0.17350900E+01 0.87825434E-01
0.29276221E+03-0.23302679E+03-0.13204362E+03

piri

1 11 2
n 1

0.43388310E+01-0.23231533E+01 0.43653844E+00
-0.23340791E+00 0.19052593E+00 0.46849131E+00

HHHFHFFHHFHFHFHHFRE EH
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0.23183242E+03-0.17326640E+03-0.50192374E+03
cl 2

0.44485452E+01-0.22952700E+01 0.50824137E+00
[---]
piri
1 11 512
n 1
0.23435747E+01 0.25507024E+01 0.24503387E+01
0.40495168E+00 0.78787816E-01-0.81806812E-01

-0.10262395E+04 0.40836628E+03-0.65051232E+02
cl 2

[.]

hl 5

0.24543281E+01 0.24368235E+01 0.23151932E+01
-0.22144840E+01-0.90146081E+00-0.18975430E+00
-0.33147929E+03 0.41936788E+02 0.10595427E+03
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4.4 Sampling dimers ( Picky step )

The Picky code is the core of the whole parameterization procedure: its mairask is to sample or "pick" at
each cyclec (step ) a number of di erent dimer pairs from the previously described sytem con gurations,
produced by MC or MD runs performed with the parameter set obtaned in cyclec 1. Additionally, besides
yielding useful information to classify the extracted dimers,Picky can also prepare aGaussian 09 input
for each picked dimer pair to compute, in step ), the intermolecular energy at a desired level of theory.
To accomplish this task, Picky needs a number of input les, among which the parameters and the ¢o
guration le have been described in the previous sections. A detailed avchart of Picky usage in a

parameterization cyclec is shown in Figure 4.

Figure 4: Picky work ow. The required input information are circled in blue, w hereas the output data are evidenced with
red color. All formats and les involved in the parameterizati on are illustrated in detail in Sections 4.2 to 4.7.

4.4.1 Inside the box: the Picky sampling

While the content, format and meaning of all input and output les illustr ated in Figure 4 will be discussed
in the next sections, here the work performed byPicky is described in some detail. To launch the program
write

> go.picky <molname >

where <molname> is a user-de ned name (which may coincide for instance with the targemolecule) that
points to the main Picky input le (named picky. < molname>.inp, see Section 4.4.2).

Slightly di erent tasks are worked out by Picky , depending if it has been launched for the rst time in
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a parameterization (c=1) or during the  step of a cycle withc > 1

Parameterization Cycle 1

1.

2.

One monomer is selected within a loop over all molecules (but one) of the system: 2 [1;Nyo 1]

A second monomer is chosen within a loop over the other molecules composingehsystem ( 2
[ +1;Nmno]) with the following two constraints

the distance , R , between the barycenter of and monomers has to beRin <R <R qax

the FF intermolecular energy , FF™e"  computed with the same parameters employed in the
previous MC or MD run to obtain the system con guration, has to be Epyin < FF M < E .4

where Rmin , Rmax, Emin and Emax are thresholds de ned in the mainPicky input le.

. The previous two points are repeated to pick a second dimer, laled AB .

. The selectedAB dimer is examined by computing the di erentiality index (DI, see Section 3.2.3)

with respect to the current dimer and comparing it with the DI s obtained for each of the dimers

previously acceptedduring this rst parameterization cycle (c=1).

. The selectedAB dimer is accepted only if, with respect toall dimers previously accepted in this rst

cycle, DI is above (i.e. more di erent) a threshold value, DI yjn , de ned in the main Picky input
le:
AB 2 [sampled dimers] ifDI .5 > DI yin 8 2 [, Nmol]

. Two additional rules are followed during this sampling protocol:

Molecules can not be sampled twice in the same run

If Mgim dimers have to be selected, the rstMgy, ones satisfying the above conditions are chosen.

It is important to recall that parameterization cycle other than the rst rely on a system con guration

produced by simulations performed with the intermolecular parameers optimized during the preceeding cy-

cle, so monomers and dimers arrangements that can be extractédtbm the new con guration are in general

di erent from the ones found in the previous cycle.

Parameterization Cycle c¢>1

1.

2.

One monomer s selected within a loop over all molecules (but one) of the system: 2 [1;Nmo 1]

A second monomer is chosen within a loop over the other molecules composingdhsystem ( 2
[ +1;Nmo]) with the usual two conditions :

the distance,R , between the barycenter of and monomers has to beRmin <R <R pax

the intermolecular energy, FF ™" has to beEmin < FF M < E
Note that the Rmin , Rmax, Emin @and Emax thresholds are de ned in the mainPicky input le for the

c cycle and can in principle di er from the ones used in the previous cycle
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3. As in cycle 1, the previous two points are repeated to pick a secdrdimer, labeled AB .

4. The selectedAB dimer is examined by computing the di erentiality index ( DI , see Section 3.2.3) with
each of the dimers previously accepted in the current cycled) and with the dimers sampledin all
previous cycles > ¢).

In such way, for the selected dimerAB, a setDI ,g of di erentiality indexes, computed with respect
to each dimer of the sampled databasei(e.A dimers selected in the present and in the previous

runs) is obtained. Among all values, theminimum DI ,g identi es the most similar dimer pair.

5. This DI minimum value, computed in the examination of the AB dimer, is stored in an ordered array,
Iabeled'DI ¢, WhereasA and B identifying numbers (which need not to be changed during cycles)
are saved in another array.

6. When all possible dimers have been examinedq» con gurations are chosen from the ordered array
!DI ¢, Starting from those with higher di erentiality index ( i.e. the most di erent dimer pairs).

7. Two additional rules are followed during this sampling protocol:

Molecules can not be sampled twice in the same run

Even if only My, dimers have to be selected in each cycle, the the double loop ovkrand B monomers
runs overall Ny molecules, so a large number of dimers is identi ed and compared. Everally, only
the Mgim dimers with the larger DI values are e ectively stored and added to the database for the
next cycle.

If the con guration sample is small (small N, ), or the DI threshold is chosen too high, it can happen
that Picky is unable to nd My, dierent dimers. The simplest solution is to lower DI threshold or
reduce the requested number of dimers\V 4, , Notwithstanding that enlarging your sample would be

advisable.

As shown in Figure 4, Picky needs other les to get started: in the rst cycle, they are simply the
main input le, the con guration le ( i.e. a snhapshot extracted from a MC or MD run) and the starting
FF parameter le. The latter two have been described in Sections 4.2 1d 4.3, while the main Picky input
le is described hereafter. Finally, as far as the required input infornation is concerned, from the second

iteration onward additional auxiliary les are needed, as described in @tail in the following sections.

4.4.2 The main input le

All parameterization speci cations are contained in theJoyce input le. Picky input le has to be named

picky.< jobname>.inp (e.g. picky.benzene.inp). Each command is given by a keyword, which is actwed by
a $ symbol before it. The removal of $ deactivates the key. Temptas of input les can be found in the
Examplesfolder of the package. For instance, the picky.benzene.inp is reptad below, followed by a list of

most of the supported keys.
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# Section 1: external files definition
$Parameters benzene.stepl.top
$Traj final.stepl.gro

# Section 2: sampling options
$Accepted 50
$Rmax 10
$Rmin 0
$Emax 80.0
$Emin -100.0
$Ndimer 50
RANDOM  with
$axisL 1 4
$axisS 2 6
rigid
$axisChain 0
$DI_threshold 5
$DI_weights  30. 40. 10. 20.
$intraw 0.30 0.1
$end

# Section 3: reference geometry and fragments (if any)
$geometry A B

c 0.00000000 0.00000000 -1.39913611 1 O ‘'‘Ca'
c 1.21168909 0.00000000 -0.69956805 1 'Ca'
(o 1.21169109 0.00000000 0.69956805 1 O '‘Ca'
c 0.00000000 0.00000000 1.39913611 1 0 'Ca’
(3 -1.21168609 0.00000000 0.69957105 1 0O '‘Ca'
c -1.21169009 0.00000000 -0.69956905 1 O 'Ca
h 0.00000000 0.00000000 -2.48621219 1 O 'Ha'
h 2.15312016 0.00000000 -1.24311309 1 O 'Ha'
h 2.15312716 0.00000000 1.24310609 1 0 'Ha'
h 0.00000200 0.00000000 2.48621219 1 0 'Ha'
h -2.15312416 0.00000000 1.24310609 1 0 'Ha'
h -2.15312316 0.00000000 -1.24310709 1 O 'Ha'
$end

$intruder A B

$end

# Section 4: QM method and basis set selection

# to prepare input files for Gaussian 09
$QM_method cam-b3lyp

$QM_basis 6-311+G(2d,2p)

$QM _disp  GD3

As shown in the above example, the input can be divided into four Seans.

1. In the rst section the les are de ned, containing the system con guration to be sampled and the FF
parameters employed to produce it, that will be used byPicky
$Traj <parameters. lename>

Supported formats: :cnf , :gro, :structure .
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$Parameters <parameters. lename>
Supported formats: :prms, :top, :system.

All the abovementioned supported formats have already been disissed in detail in Section 4.3.

. The second section contains the instructions for the sampling jpicedure. This is organized in consecu-

tive lines, with a keyword followed by one or more arguments. A list of pssible keywords is given below.

$Ndimer n 4

It de nes the number of dimers, ng, which are going to be extracted in the current iteration.

$Accepted n 4
It de nes the number of dimers, n,, already accepted in previous cycles. Clearly, in the rst cycle,

N, needs to be null.

$Rmax r y
When dimers are sampled from the given con guration, this keyword st to ry, the maximum allowed

distance Rmax between the barycenters of the selected monomer. Units are A.

$Rmin r
Conversely, this keyword de nes the minimum allowed distanceRni, between the barycenters of the

selected monomer. As fory , the chosen valuer , is to be given in A,

$Emax e
When dimers are sampled from the given con guration, this keyword si&s the maximum allowed inter-

action energyEmax to ey . Units are kd/mol

$EmMIn e n,
As for Emax , the minimum allowed interaction energy Enmin is here set toey, kd/mol. It may be worth
recalling here (see also section 3.2.3) that the choses, and ey values also set the normalization

constant for the DI g term in the DI calculation.

$Random with
For test purposes only. It substitutes the di erentiality index based algorithm with a random selec-
tion. The second directive indicates if the random selection doesath) or does not (without) take into

account the minimum and maximum distance range previously de ned in$Rmin and $Rmax
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$DI_threshold d
This keyword de nes d;, the threshold value for the di erentiality index ( DI ) described in Section
3.2.3. Clearly its value depends on the applied weightsv{de infra), but a value between 1% and 5% is

advisable.

$rigid

This option is to be used when the parameterization route Il (basedbn MC) is adopted. When this
keyword is activated, Picky is expecting the same internal geometry for each monomer compog the
systems. Hence, whei$rigid is active, the DI ¢ contribution to DI (see Section 3.2.3) is set to zero

and bf not computed by Picky

$axisL a |1 aL»

To compute the DI core contribution to the di erentiality index DI of each sampled dimer, represen-
tative molecular axes have to be de ned. Concretely, as speci ed in stion 3.2.3, a long and a short
molecular axis have to be de ned. The keyword$axisL species the rst of such axes, by giving the

identi cation number (referred to the monomer geometry given in the input (vide infra), a_1 and a, »,

of two purposely chosen atoms.

$axisS as; asy
With this keyword, the two atoms, as; and asp, chosen to de ne a short molecular axis (see Section

3.2.3) are given.

$axisChain N segm

The $axisChain keyword should be used only in the case of molecules with long aliphaticexible

chains. In this case theF term concurs to the calculation of DI as shown in equation (40). This
keyword setsN segm, the number of segments de ned along the exible molecular moiety. Tis line
must be followed by Nsegm lines containing

al; a2i dmax

where al; and a2 are the atoms chosen to identify thei™ segment vector through its orientation o

and its elongation d;, while d"® is the maximum elongation expected for that segment (in A).

$DI_weights  Weore Wex Win WEE

This (optional) keyword re-sets the weights for the di erent contributions to DI , as speci ed in equa-
tion (47) in section 3.2.3. Thedefault value is set to 25 for each term, so thaDl is always within 0%
and 100%.
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$|ntraW C bond Cang|e
This (optional) keyword re-sets the weights in theG term of the DI ¢ex contribution to DI (see equa-
tions (42)-(44) in section 3.2.3.Defaults values are set to 0.25 and 0.1225, respectively.

. In the third section of the input le information are given on the monomer geometry, atomic labels, iden-
tifying numbers, etc. Furthermore, when Picky is applied to rather large molecules, whose interaction
energy calculation is expected to be time-consuming or even compationally infeasible, fragmentation
approaches like FRM® 27 can be used within thePicky scheme. Despite not yet implemented in the
present version (2.0), work is in progress to interface the FRM sa@me with the Picky procedure. In
such case, all the information required for the fragmentation/re&onstruction scheme should be given
here.

$geometry A B

This keyword opens an environment (closed by thebend command) where the information for each
atom of the target molecule is given. Each line should be in the followingormat:

[site name] [X] [y] [z] [frag num.] [intruder frag num.] [sit e label]

where the rst argument is the atom label, followed by the Cartesian @ordinates (in A) of a reference
geometry. Note that the identifying number  for each atom simply coincides withthe order of
appearance in the $geometry environment. It is though important that the same ordering is used
in the con guration and parameter les previously de ned.

Notwithstanding the last three entries (frag num., intruder frag num. and site label) are useful only in
case the FRM fragmentation scheme is employed, they have to be epi ed in any case. The last entry
is a additional label indicating the atomic type, whereas the rst two indicate the molecular and the
“intruder" fragment, respectively, to which the considered atom is assigned to (see Refs. [25,26] for
details regarding the FRM scheme).If the fragmentation scheme is not used , these numbersare
required be 0 and 1, respectively, for all atoms.

Finally, it can be noted that the labels A and B are specied after the $geometry keyword: this
means that the subsequent information (atom numbering, site labls and coordinates) are the same for
monomersA and B (homo-dimer). As already mentioned, work is in progress to extenthe Picky pro-
cedure to hetero-dimers. In this case, th&geometry environment should be repeated twice, specifying

the information for A and B separately.

$intruder A B

When the FRM scheme is used, the intruder atoms can be inserted usina z-matrix syntax, through
this keyword. The S$intruder environment ends with the command$end and expects the z-matrix
instructions to be given in the middle. For instance, if an H atom has tobe added to saturate an

aliphatic chain, the following lines could be used
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ch=1215H5ch 7 120. 10 180. - 13

. In the last section are de ned the QM method and basis set, to be eployed in the calculation of the
interaction energies for all sampled dimers.It is important to specify that this information is
required to prepare  Gaussian 09 input les with the correct speci cations (see Section

4.4.4) for this kind of calculations. Furthermore, in case non-standard basis sets have to be em-
ployed, an additional input le, named basis.dat and containing the basis set speci cations Yide infra,
should be also prepared in the working directory

The rst keyword

$QM_method <method>

sets the QM method that is going to be used to compute the intermoleular energy of the sampled
dimers. The argument<method> can be set to all the methods currently supported by theGaus-
sian 09 package, paying attention to employ the same syntax as$aussian 09 . For instance: mp2
(Moller-Plesset second order perturbation),hf (for Hartree-Fock calculations), ccsd(t) (for CCSD(T)
calculations), mindo (MINDO, for test purposes only), or, as far as DFT functionals areconcerned,
dcp, b97d blyp, b3lyp cam-b3lyp m062x etc.

The second keyword,$QM_basis , sets the basis set to be coupled with the chosen QM method. If
standard basis setsi(e. those supported by theGaussian 09 code) are going to be used, it is su cient
to indicate as argument the same labels employed bgaussian 09 with the following syntax
$QM_basis <basis>

where <basis> can be for instancesto-3G, 6-311G*, aug-cc-pvTz etc.

Conversely, if a speci ¢ basis set has to be used, a slighly di erent syax should be employed with the
$QM_basis kewyword:

$QM_basis speci ¢ <label>

In this case, the<label> argument refers to a label located in the abovementionetasis:dat le, as
detailed in the next sub-section.

Finally, in case of possible stacked or, more in general, dispersion imgetions, it is possible to include in
the QM calculations the Grimme dispersion correctior?® 30 as implemented in theGaussian 09 code.
This can be done through the$QM_disp  kewyword, with the followjng syntax:

$QM_disp <disp_label>

wheredisp_label is a label to indicate which kind of correction is needed, according tolte Gaussian
09 syntax (e.g. GD3 or GD3BJ).

4.4.3 The basis.dat auxiliary input le

The geometry of each of thePicky selected dimers is saved in a specic le dccepted dimers:xyz, see

Sections 4.4.4 and 4.5.1), which can be used to start the QM calculatioof the intermolecular energy with

any proper quantum chemistry software. HoweverPicky also interfaces with the Gaussian 09 code, and
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input les suitable for this program are directly prepared for each ofthe selected dimers. An example of

Gaussian 09 input le prepared by Picky is given

calculation with and the connected basis set, is speci ed in the mairPicky

in the next section. The QM method to perform

input. As already mentioned,

to give the user more exibility in the choice of the basis set, the lattercan be speci ed separately, through

a label which refers to thebasis:dat le described below. As previously noted, sentences starting with tk

# symbol are comments andshould not be included in the le.
# basis.dat file
# Basis set specifications for Gaussian 09 input files

# Format:

# $beg <labell> <label2> ...

# basis set in Gaussian 09 format
# $end

# One among the given labels (<labell>, <label2>, etc.
# should coincide with the <basis set> indicated in the

# main Picky

input file

$beg forM062x

-N O
6-311+G(2d,2p)
*kkk

-00
6-311+G(2d,2p)
*kkk

-CO
6-311+G(2d,2p)
*kkk

‘H 0
6-311+G(2d,2p)

*kk%k

$end

[.]

$beg 6-31Gmod Hobzamod
-C 0
6-31G

D 1 1.00

0.250 1.000

*kkk

-H O
6-31G

*kkk

$end

4.4.4 Output les

After Picky

report on Picky

is launched, several output les are produced. Some of them are sply a rather verbose

's operations, some required to the next step of the parameteriz@n (step ) i.e. the

intermolecular energy QM calculations) and other are exploited in thesubsequent cycle for nexPicky run.

A complete list of all principal output les is given in the following. Since all these les are produced by

39



Picky , only a brief description of them will be given, while details about their brmats and content may be
gained by looking at the templates that can be found in theexamples directory distributed with the present

Picky version.

1. picky.<molname>.out
This le isthe mainlog le ofa Picky runanditis created directly by the code when gpicky.<molname>.inp
input le is used. It contains all detailed results of the sampling procedue, as FF parameters employed,
number of dimers samples, individualDl computed, etc. It is written in a rather verbose format, and
it is intended to help the user in his/her rst Picky runs. It can also be useful to check the procedure

if problems arise during the sampling.

2. accepted_dimers.xyz
This le contains the geometry (in .xyz format) of the accepted dimers, that can be readily visualized
with many popular visualization software (VMD, Molden, Avogadro, etc. Furthermore, if a code
di erent from Gaussian 09 is going to be used for QM calculations, the Cartesian Coordinates fo

each sampled dimer can be easily extracted from this le and "pastedinto the desired format.

3. g09.<dimnum>.com
Picky prepares oneGaussian 09 input le, named g09.<dimnum>.com, for each accepted dimer. The
<dimnum> argument is simply the progressive number of the dimer (starting fan the last accepted
dimer in the previous cycle). Each of this le is ready to be launched by he Gaussian 09 code:
following the instructions therein contained, the QM intermolecular energy for each dimer can be

computed straightforwardly at the chosen level of theory.

4. energy.dat
It contains the Cartesian Coordinates of the dimers accepted in therevious cycle and their inter-
molecular energy EF X", in kJ/mol), computed with the set of FF parameters read by Picky in
the current cycle. Starting from the second parameterization cgle, Picky reads the coordinates and
energy information regarding the dimers accepted in the previoustep from this le. It is important
to note that, to avoid overwriting, at cycle c+ 1 Picky is expecting that to nd this information in
a le named energy.dat.old . Therefore, the energy.dat le produced in cycle ¢ should be renamed
as energy.dat.old and read in cyclec+ 1. Optional machinery, to assist the user during the param-
eterization cycle can be found in the distributed package and is degbed in some detail in Section
5.1.

5. IntCoord.dat
This le contains the values of internal coordinates of A and B monomes of the whole database
of accepted dimers. As for the previous le, in cyclec+ 1 Picky requires to nd this information
in a le named IntCord.dat.old . As in the previous case, this can be done automatically with the

pickyassistant optional tool described in Section 5.1.2.

40



6. accepted.dat
It contains information on the accepted dimers, such as the interniaenergy of monomersA and B,
product versors, chain elongation and moments of inertia. As thewo previous les, the accepted.dat
le produced by Picky in cycle cis required to read in cyclec+ 1. Conversely, this le should not be

renamed, sincePicky simply appends the new information at the end of the le.
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4.5 Computing QM intermolecular energies ( Picky step )

This section deals with step ) of the parameterization procedure, as outlined in Figure 3. As metioned in
the previous section, in each parameterization cycle, the main Picky code extracts a numbemy of dimers
from an equilibrated con guration of N molecules, and saves the Cartesian coordinates of each pair in
the accepted dimers:xyz le. Furthermore, it directly prepares Ng input les, ready to be launched by the
Gaussian 09 code. In the following, the format of such lesis illustrated, togetherwith the picky:recovernrg
utility, that assists the user to retrieve the correct energy infomation form the Gaussian 09 output les
and subsequently builds a database, containing all the intermolecutaenergies associated with each dimer,

to be used in the next step of the parameterization (see Section 4.6

45.1 Gaussian 09 input format

As mentioned in Section 4.4.4,Picky directly interfaces with Gaussian 09 ,'° by preparing, for each
sampled dimer, an input le ready to be launched with this code. In the fdlowing, a brief example of an
input le (hereafter named g09:0055com) given, while more information can be found in the Gaussian

09 manual, at http://www.gaussian.com.

%Mem=3500MB
%Nproc=4
#n cam-b3lyp/6-311+G(2d,2p) 5D SCF=(Conver=8) Test NoSymetry iop(2/11 = 1)
EmpiricalDispersion=GD3 CounterPoise=2
55 Preparing .coms file for dimer and fragment-pairs run
0,1, 0,1, 0.1
6 28.727000 35.734200 5.342500 1
6 28.135100 34.499300 5.059600 1
6 28.370700 33.402500 5.895700 1
[...]
1 30.437900 34.883900 8.171600 1
1 30.017500 36.837600 6.683100 1
6 33.550100 33.309700 6.866500 2
6 33.640300 34.464600 7.649800 2
6 33.310800 34.415500 9.008900 2
6 32.890800 33.212200 9.584500 2
[...]
1 33.059500 31.203100 6.830100 2

The above le concerns the 54' benzene dimer extracted byPicky in the second parameterization cycle. In
the rst two lines (see also Gaussian 09 manual), the memory required for the calculations and the number
of processors to be used in the calculation are indicated. The lattetin particular, is automatically set to
the maximum number of cores available in the computer were th®icky code was launched. If the default
memory requirement and/or the number of processor are judgethsu cient to perform the calculation, the

utility modpickycoms illustrated in Section 5.1.3, can assist the user to set them to the dasd values for

42



all the g09: < dimnum > :com les at once.

The third and fourth lines contain the speci cation of the method and basis set to perform the calculation,
. Note that the method (DFT with the CAM-B3LYP

= GDJ3) and the 6-

311+G(2d,2p) basis set are the ones speci ed by th€icky $QM n, ethod, $3QM pasis and $QM 4isp keywords

and some other settings required byGaussian 09

functional in the present example, with the dispersion correction EmpiricalDispersion

(see Section 4.4). Finally, the fourth line ends with the commandCounterpoise, which activates the Boys
and Bernardi,®! to correct the BSSE.

After a required blank line, Picky prints a short title at line six. The rst number that appears therein
(55), coincides with the dimer ordering number, constant during allthe parameterization cycles.

After declaring the charge and spin multiplicity for the two monomersand for the dimer (eighth line, because
the seventhhas to be blank ), the geometry of the dimer sampled byPicky is given in the following format
[atomic number] [X] [y] [z] [monomer number]

wherex, y and z are the Cartesian coordinates in A.

A slighlty di erent Gaussian 09 input is instead assembled byPicky if a speci ¢ basis set is required. The
detailed description of the basis set is taken form théasis:dat le, above described, and identi ed through
the given <label>, as described in section 4.4.3. In such case, the basis set is not deethin this Gaussian
09 command line, but the Gaussian 09 keyword gen is used instead, so that the QM code is expecting it
to be declared at the end of the le. In fact, after another requiredblank line that follows the selected dimer
coordinates, Picky appends the basis set to be used, as extracted from thHmasis:dat le. A short example

is given in the following:

%Mem=3500MB
%Nproc=4
#n mp2/gen 5D NoSymmetry iop(2/11 = 1)
CounterPoise=2

55 Preparing .coms file for dimer and fragment-pairs run
0,1, 01, 0.1

6 28.727000 35.734200 5.342500 1
6 28.135100 34.499300 5.059600 1

[...]
1 30.017500 36.837600 6.683100 1
6 33.550100 33.309700 6.866500 2
[...]

1 33.059500 31.203100 6.830100 2
-C 0

6-31G

D 11.00
0.250 1.000

*kkk

-HO

6-31G
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4.5.2 The picky.recovernrg utility

When Gaussian 09 calculations for cyclec are successfully ended for all dimers, to assist the parameter-
ization procedure, the picky.recovernrg utility may be used. The aim of this program is to recover the
intermolecular energy for each of the investigated dimers from thé&aussian 09 output les, and build a
database in the proper format, to be used in the next parameteriation step (see Section 4.6). Its usage is

brie y reviewed in the following:
1. Save all theGaussian 09 output les ( .log les @) in the same directory.

2. In this directory, launch picky.recovernrg by typing the command
> go.picky.recovernrg  <method>
where < method > corresponds to the method employed in the QM calculation. Suppodd methods
are: hf, mp2, b97d blyp, b3lyp m062x and cam-b3lyp It is important here to mention that the default
setting is to apply the Counterpoise (CP) 31 correction . In some cases, it has been suggested
that a better estimate of the intermolecular energy is achieved witlbut applying the CP correction.
To this aim, the following methods can be used:b97dnoCR blypnoCP, b3lypnoCP, m062xnoCP, cam-
b3lypnoCP.

3. The program produces a le namedgeo.list.dat which contains dimer geometries and their intermolec-
ular QM energies for all.log les present in the directory. The le is in the correct format to be used
in the subsequent tting procedure (see Figure 3), and will be desdbed in some detail in the following

section.

45.3 Picky energy database

An example ofgeo.list.dat le is reported in the following. The le consists in a sequence oNgimat +2 lines,
being Ngimat the number of atoms composing each dimer: in the rst line the dimer ideti cation (ordering)
number is declared, in the second line is reported the correspondir@M intermolecular energy, while in the
remaining Ngimat lines the atom name and its Cartesian coordinates (in A) are declaredThe sequence is

then repeated for all the Ny sampled dimers.

@ |n some casesGaussian 09 output les are given the extension .out instead of .log. Please rename the les with the .log
su x to have picky.recovernrg  work properly.
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$dimer n.

E QM
27.3608
27.8651
28.9976
29.6241
28.9860
27.8855
27.3396
29.3495
30.4297
29.4380
27.3059
31.3582
31.4224
32.1313
32.7562
32.7895
32.1037
30.8123
32.0946
33.3851
33.2215
31.9514

ITIITIITTOOO0OO0OO0OZITIIIITIITOOOOOZ

$dimer n.

E QM
39.2363
40.5732
41.4005
40.8580

o0oonz

[

1

-6.401 kJ/mol
45271 33.5425
3.6479 32.6660
2.8738 32.9356
2.9292 34.1819
3.7421 35.1204
45322 34.7755
3.6234  31.7045
2.1963 32.1548
2.3057 34.5780
3.7328 36.1145
5.1056 35.5080
6.8361 35.2057
6.8853 33.8682
7.8214  33.1095
8.8464  33.8219
8.8067 35.2169
7.7559  35.8333
6.1444  33.3390
7.8115 32.0181
9.5875 33.3218
9.5943 35.8378
7.6385 36.9123
oo ]

71

-5.702 kJ/mol
-0.2309 7.2533
-0.3223 7.2468
0.7065 6.7868
1.9509 6.4613

[ o]

Note that this very simple format allows the geo.list.dat to be easily built by the user, if the QM energy

were obtained by a code di erent form Gaussian 09

. In fact, the dimer number and the corresponding

coordinates are already stored in theaccepted dimers:xyz le, while the energy can be retrieved from the

outputs of the adopted QM code.
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4.6 QMD-FF parameterization ( Picky step )
4.6.1 The pickyt utility

Once the QM energies are recovered, the QMD-FF parameterizatiocan be performed. It might be worth
recalling that, as detailed in Section 3, the best FF parameters arelmained by minimizing the functional
(30), i.e. a sum of squared di erences between the FF and the QM energiestrieved in step ).

This can be accomplished with thepicky t  utility, described in this Section. Only two les are required
to start this code, namely the geo.list.dat?) le, described in the previous section (either manually prepared
by the user or produced automatically by picky.recovernrg), which contains the QM energy database for the
sampled dimers, and gpicky t input le, with the directives to perform the tting.

Similarly to the Picky main code, thepickyt input le should be named picky t.<label>.inp and
the program is launched by typing
> go.pickt  <label>

4.6.2 Input le

A template of a picky t.<label>.inp input le, prepared for the pyridine molecule, is given here below:

$molecule
1 N 0.00000000 0.00000000 1.42099100 1 O
2 C1 0.00000000 1.14214600 0.72199400 1 O
3 C2 0.00000000 1.19862600 -0.67305000 1 O
4 C3 0.00000000 0.00000000 -1.38566500 1 O
5 C2 0.00000000  -1.19862600 -0.67305000 1 O
[ ... ]
11 H1 0.00000000 -2.05976100 1.30865900 1 O
$end
$potpar
LJ> site name e0 sigma csi

1 N 0.711 325 1.doO

2 C1 0.293 355 1.dO

6 C1 =

3 Cc2 0.203 350 1.dO

5 C2 =

4 C3 0.283 349 1.doO

7 H1 0.125 230 1.dO

11 H1 =

8 H2 0.070 2.10 1.do

10 H2 =

9 H3 0.125 233 1.dO

LJ end

3 |t is worth mentioning the le containing QM energy database ca n be renamed at user's preference, consistently with the
name given in the picky t input le

46



Coul> site name charge

1 N -0.678
2 Ci1 0.473
6 Ci1 =
3 Cc2 -0.447
5 Cc2 =
4 C3 0.227
7 H1 0.012
11 H1 =
8 H2 0.155
10 H2 =
9 H3 0.065
Coul_end
$end
$fixpar

Fix_LJ> site name e0 sigma csi

1 N 10% 10% 0.0
2 C1 0.08 0.2 0.0
3 C2 0.08 02 0.0
4 C3 0.08 02 0.0
7 H1 0.05 01 0.0
8 H2 0.05 0.1 0.0
9 H3 0.05 0.1 0.0
LJ end
Fix_Coul> site name charge
1 N 20%
2 C1 20%
3 C2 20%
4 C3 20%
7 H1 20%
8 H2 20%
9 H3 20%
Coul_end
$end
$weig -a 0.05 -M T -E 80.0
$dimergeom
picky.stepl.dat
$end

The le is organized in consecutive lines, with a commandscommand followed by one or more arguments.
A list of available commands and arguments is given below.

$molecule

The molecular geometry of one monomer is given in consecutive lines ihg format

[at. numb.] [at. label] [X] [y] [z] [frag num.] [intruder fra g hum.]

where at. numb. and at. label are the atom identi cation number and its label, whereasx, y and z their
Cartesian coordinates in A. The last two numbers are used in thé®icky implementation with the FRM,
(still in progress, as already mentioned). Just like in the above exapie, at present they should be set to 1

and 0, respectively. This section is ended by th&end command.
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It is important to note that, all the above information (atom numbering, labels, fragment as-
signment) should coincide with the content of the very similar li nes given in the Picky main
input (see Section 4.4.2) in the  $geometry environment.

$potpar

In the $potpar environment, the potential parameters to be optimized should be iyen. In the rst param-
eterization cycle, they are simply the chosen starting trial paraméers discussed in Section 4.2. Conversely
in a genericPicky parameterization cyclec, here should be written the QMD-FF parameters obtained in
step ) in the previous ¢ 1 cycle. More speci cally, it is important that the parameters here reported are
the same employed to run the simulations in the previous cycle ( ¢ 1) and used by the main
Picky code during sampling in the step of the current ¢ cycle.

The $potpar environment is in turn organized in subsections, one for each typefdunctional form, f K (see
Section 3.1.4), employed in the construction ofF F‘A”,;ef . Each of these sections begins with the type decla-
ration (type>) and ends with type_end>.

For Lennard-Jones parametersI(J> environment) each line is structured as

[at. numb.] [labell [ 11 11 1

where at. numb. and label are the atom identi cation number and its label, which have to be consistent
with the ones declared in the preceedingmolecule section, while and are the standard LJ parameters,
which should be given in kJ/mol and A, respectively. The last parameer, , is employed in the modi ed
LJ functions (see Section 3.1.4) that allows to control the well width. More details for can be found in
Ref. 22 but it may be useful to remind here that, when =1 for all sites, the modi ed-LJ degenerates to the
standard LJ expression (see Equations (9) and (11)). Finally, it is imprtant to note that, in case of chemical
equivalency of two or more interaction sites,the same set of parameter should be used . Hence, some
of the tting variables are not independent, but rather constrained to the same value resul ting
for the variables assigned to the equivalent site . In this case, as shown in the above example le, is
su cient to substitute the expected numerical values with the " = " symbol, meaning that the LJ parameters
for that site are constrained, during the tting, to the value of the corresponding LJ parameter reported in
the line above. Note also that, as a consequence of this syntax, @horder of appearance of the atoms in the
$potpar environment might not be the same (as in the above example) of the &hti cation number ordering.
When Coulomb interactions are employed, the point charges are giveim the (Coul> subsection) as

[at. numb.] [label] [charge]

where at. numb. and label have the usual meaning, whereasharge is the given atm charge in e .

As for LJ parameters, the charge value in the above line can be substted by the " = " symbol, to indicate
that chemical equivalency should be imposed during the tting, between the atom reported in the current
line and the one referred to in the previous one.
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$ xpar

In this environment the range in which each parameter is allowed to chege is given separately for each
atom. As previously done, separate subsections are given for éaparameter type. Thus, for Lennard-Jones
(subsectionFix_LJ> ) the line

[at. numb.] [label] [ 10 11 1

has to be given, where and are the range of variations for the LJ parameters. In this case, whe
the tting is concluded, can only take values between , between , etc. Alternatively, as
shown in the example given in the frame above, the allowed variation ¢abe also expresessed in percentage.

An analogous syntax is used for charges.

Sweig

With this keyword, tting weights and other speci cation useful for th e tting are set. Di erent options are
available:

-a

where is the weight employed in the tting functional I, see Equation (30).

-M TIF

where the argument of the-M option is a boolean variable to accept weights larger than 1.

-E emax

where emax the maximum interaction energy considered in the tting (to exclude unphysical repulsive ar-

rangement).

$dimergeom
This environment should contain a list of one or more les where the QM @ta, energies and geometries, has

been stored in the proper format (see section 4.5.2).

4.6.3 Output les

The pickyt program will produce several output les. The main output le is named picky t.<label>.out
and contains all information (residues, standard deviations, comnibutions form the di erent employed model
functions, etc.) about the performed tting. As it contains a lot of information, writ ten in a rather verbose
fashion, an example of gicky t.<label>.out le will be not displayed here, for the sake of brevity. Conversely,
the user can nd some templates in theexamples directory, distributed with the present package.

A number of auxiliary les are also produced, namely picky t.<label>.res , picky t.<label>.par ,
potgen.inp , mcgblj.prms , and gromacs.prms .
The former le, picky t.<label>.res , is useful to plot the tresults, and contains, as displayed in the folloving,
QM intermolecular energy ( EX&e" | kd/mol), the QMD-FF energy ( FF " | kd/mol) computed through the
nal best-t parameters, their di erence and cumulative value comp uted for the | functional of Equation
(30).
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The picky t.<label>.par , contains the nal QMD-FF optimized parameters, that can be usedin the MC or

MD simulation (after translating them in the proper format) step ) of the next Picky cycle, or can be
copied and pasted into thepicky t.<label>.inp for a further re nement. In such case, no format translation is
needed, as thepicky t.<label>.par format is exactly the same used in thepicky t.<label>.inp and previously
described.

The third le produced at the end of the tting procedure, is named potgen.inp, and is going to be used in
the last step ) of the current Picky cycle (see Section 4.7.1 for details).

A brief description of the rst ( picky t.<label>.par ) of the abovementioned les is given in the following,

while the potgen.inp le will be described in Section 4.7.1. picky t.<label>.res

# BEST FITTING SUMMARY
# 0.3783 3.5359 1.0000 -0.1429
# 0.0323 2.3525 1.0000 0.1429
# Dimer Fit nrg QM_nrg Delta Chisq
1 -1.41  -1.32 -0.09 0.01
2 0.04 0.04 0.00 0.01
3 -5.08 -4.86 -0.23 0.07
4 -0.20 -0.22 0.01 0.07
5 -2.60 -253 -0.07 0.08
6 -5.90 -5.64 -0.26 0.17
7 -1.81 -2.48 0.67 0.67
8 -2.71  -2.22 -0.50 0.95
9 -0.08 -0.08 0.01 0.95
10 -3.13  -2.32 -0.81 1.72
[...]
98 6.02 4.75 1.27 127.03
99 -1.27 154 -2.81 135.45
100 4.60 3.81 0.79 135.94

Finally, the best-t parameters are also printed into two additional le s, namely mcgblj.prms and gro-
macs.prms , using the Mcgblj and Gromacs formats respectively. These les can be directly copied and

pasted into the parameter les necessary for running MC or MD simuldéions (see section refstartprms).

4.6.4 Launching parameterization

The tting procedure to nd the best parameters for the FF to repr oduce the QM intermolecular energies
database is perhaps the most delicate part of the whole parametieation protocol. In fact, for a medium
sized target molecule €.9g. 20 atoms), even if only the standard LJplus Coulomb model functions are
employed, more than 50 parameters have to be optimized in principleClearly, chemical equivalence omd
hoc constraints can help to reduce this number, but care should be tadn to maintain the chemical speci city
of the interaction sites, since is one of the main strength points oftte QMD-FF parameterizations.

For these reasons, it could be advisable to perform the tting of stp ) iteratively, starting from a small,
but signi cant number of parameters, and enlarging the ensemble othe tting variables in consecutive
picky t runs. This can be easily achieved by imposing (and removing in the subguent runs) null values

for the variability ranges of selected parameters in the$ xpar environment. Alternatively, some sites can
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arti cially set as equivalent to reduce the initial tting variables, dropp ing this constraint in the subsequent
picky t runs.

In this framework, the options -e (for editing input le) and -v to visualize the main output have been
implemented. For instance, whenpicky t utility can be launched through the command
go.pickyt  moleculeT -e -v
the le picky t.moleculeT.inp is directly open and edited for changes. When the le is saved and closed

picky t starts running and, when it's nished, directly open the picky t.moleculeT.out le.
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4.7 Controlling convergence ( Picky step )

As displayed in Figure 3, in the last Picky step the convergence of the whole parameterization procedure
is controlled. As already mentioned, this is done by comparing the FF IIES subtended by the parameters
obtained through the picky t utiliy in step ) in the current cycle c, with the IPES computed through the
best- t parameters achieved in step ) during the previous ¢ 1 cycle. If the di erence is below the selected
threshold (usually 0.4 kJ/mol), the Picky parameterization ends, otherwise another cycle begins until the
criterion is satis ed. The di erence between two IPESs is estimated tlrough P, specied in equation
(32), over a grid of  10° di erent dimer geometries. As detailed in the following, P calculation has been

implemented in the getDeltaP utility.

4.7.1 Generating the FF IPES

Before evaluating the convergence, obviously the two FF IPESs slud be sampled by a large number of
points. This is done by the potgen utility, distributed with the Picky package. Thepotgen code only needs
two les: an input le containing the molecular geometry and the FF parameters, and an auxiliary le,
usually (but not necessarely) namedmesh:inp, which contains the speci cation of the points used to sample
the six-dimensional R; ) surfaces. Thepotgeninput le is the potgen.inp le automatically produced at

each cycle by thepicky t utility (see Section 4.6.3) in step ) and dislpayed in the following:

$geometry
C1 0.0000 0.0000 -1.3991 1
HI 21531  0.0000 -1.2431 1
$end
$potpar  St.Dev  5.702D-01
LJ> site name e0 sigma CcSi
1 C1 0.3783 3.5359 1.0000
[...]
12 H1 0.0323 2.3525 1.0000
LJ_end
charge> site name charge
1 C1 -0.1429
J...]
12 H1 0.1429
charge_end
$end
$displacement  file mesh.inp
00 00 00 #X
00 00 00 #Y
00 00 00 #2Zz
0.0 0.0 0.0 # alpha

00 0.0 0.0 # beta
0.0 00 0.0 # gamma
$end

$rmin 2.3
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Apart from the molecular geometry and the FF parameters (given inthe $geometry and $potpar, environ-
ments, respectively), the grid over which compute the FF intermoleular energies F F,™®" ) entering equation
(32) is speci ed in the $displacement environment. Concretely, there are two possible ways of creating
such grid:

1. By specifying, directly in the potgen.inp le, the variation of the intermolecular distance between the

centers of mass of the two monomers and the Euler angles driving éir reciprocal orientation.

2. By specifying the grid in an external le (like in the above example), whose name fnesh.inp in this

case) is speci ed in thepotgen.inp le.

The rst option is useful to produce simple 1D curves (changing for irstance just one translational or
rotational variable and leaving the others xed to selected values) 02D surfaces, while the second option is
exploited by the getDeltaP utility for the convergence test. In the former case, for instancean IPES scan
along the Y intermolecular coordinate, from 0.0 Ato 10 A(in 0.1 Astep$ can be obtained with the following

instructions:

$displacement

50 5.0 0 #X
00 100 01 #Y
00 00 00 #2Z
0.0 0.0 0.0 # alpha

180.0 180.0 0.0 # beta
0.0 00 0.0 # gamma

$end
It is important to stress that the indicated displacement (both the Y-scan, the translation a long
X and the rotation of the angle) refer to the second monomer, while the rst is kept xed
in the disposition indicated in the $geometry environment

Conversely, in the case an external le is required (this option is actiated by adding the word le after
the $displacementkeyword), this auxiliary le (named mesh.inpin the example) has a similar format, except
all coordinates are explored:

$displacement

-70 7.0 07 # X

00 70 05 #Y

-7.0 7.0 07 #Z

0.0 180.0 60.0 # alpha
-180.0 180.0 30.0 # beta

0.0 180.0 60.0 # gamma
$end

4.7.2 The getDeltaP utility

To run the getDeltaP utility only four les are required, two of which are automatically produ ced by

pickyt (i.e. the abovedescribedpotgen:inp le). The third le, usually (but not necessarely) named
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mesh:inp, can be easily created by the user, as outilined in the previous sectio Finally, the last le i

actually the executable scriptgetDeltaP itself, whose contents are displayed in the following:

#

#
e
e
e

e
#

p

e

e
#

p

e

#
d

#
#

#bin/tcsh
#
# This script computes several points of the two IPESs define d by
# the FF prms written in the potgen.inp files defined by the va rs filel and file 2.
# The number of points (i.e. dimer geometries defined on a 6-D grid)
# is set in the mesh.inp file, which the same for both FFs.
# Eventually, the difpes code computes the difference
# between the two IPES and yields the DP value required
#
# Change the filenames (potgen.stepl, potgen.step2
# according to the names given to the two potgen.inp files

set files = ( potgen.stepl #1

potgen.step2 ) # 2

set filel = $files[1].inp
set file2 = $files[2].inp

cho computing DP on
cho filel = $filel
cho file2 = $file2

cho .... runl starts ....

cp $filel potgen.inp

otgen

mv potgen.out $files[1].out
mv potgen.nrg.dat $files[1].nrg.dat

cho ... runl ended.

------- run 2 --------
cho ... run2 starts ...

cp $file2 potgen.inp

otgen

mv potgen.out $files[2].out
mv potgen.nrg.dat $files[2].nrg.dat

cho ... run2 ended.

------- difpes --------
ifpes << EOF >& DeltaP.out

$files[1].nrg.dat
$files[2].nrg.dat
EOF

cleaning up ....

rm *dat
rm po*out

vi DeltaP.out
exit
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This le should not be modied , except for the two lenames (potgen.stepland potgen.step2in the above
example) that the user gives to thepotgen.inp les created by pickyt at cyclescandc 1.

After copying, in the same working directory  , the potgen.stepl potgen.step?2 mesh.inpand getDeltaP
les, the latter utility can be launched directly with the command:
JgetDeltaP
At the end of the run (that could momentaneoulsy require a ratherlarge amount of disk space, ), the
DeltaP.out le is visualized, where the P, value (here namedStandard Deviation can be read. This latter
le has the following format:

compute differences between potentials

filel : potgen.stepl.nrg.dat

file2 : potgen.step2.nrg.dat
the grid extrema seem to be
D G -7.00 7.00
Y o 0.00 7.00
Z e -7.00 7.00
alpha ...... 0.00 180.00
beta ....... -180.00 180.00
gamma ...... 0.00 180.00
n points ............. 1058104
potential extrema 1 ... -10.017 721.443
potential extrema 2 ... -10.373 754.760
Standard Deviation .......... 0.8955
MSE (Mean Squared Error) .... 0.8020
MAE (Mean Absolute Error) ... 0.1531
Maximum Absolute Error ...... 33.3170
at point
0.00 2.50 0.00 0.00 -180.00 0.00
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5 Running Picky

5.1 Further utilities to perform Picky parameterizations

5.1.1 The program driver: the go.picky command

The go.picky command is the main utility required during the whole parameterization procedure. Besides

compiling the main Picky code (with option -f or similar, see Section 2) or driving the parameterization
) step at each cycle (usagego.picky <name> , see Section 4.4), this script can be also used to aid the

user during the parameterization. In fact, as it will be shown with sone examples in the next sections, the

go.picky command can be used to prepare some working directory and temyia les to ease the parameter-

ization procedure. This is done with the option:

go.picky -cycle n

wheren is the number of the incoming parameterization cycle.

The result of this directive is to set up a directory namedCyclen (wheren is the argument of the command),

and to create ve subdirectories therein, namelyl.picky , 2.QMsampling , 3.t , 4.deltaP and 5.MD , plus

a le named pickyassistant .

As their name suggests, each of these subdirectories is devoteddontain all the les concerning the connected

Picky step, according to the scheme shown in Figure 3. For the sake of ciy, it should be mentioned that

the rst directory ( 1.picky) corresponds to step ), the second .QMsampling) to step ) and so on. The

last directory, 5.MD, corresponds to the step ) of the next cycle, and it will be used only if the convergence

test perfomed in step ) and contained in the 4.deltaP directory, is not passed.

Finally, the pickyassistant le, copied by the go.picky utility in the directory corresponding to each pa-

rameterization cycle, may further assist the user during the rst g/cles of a parameterization and it will be

described in the following.

5.1.2 Running parameterizations: the pickyassistant  utility

The pickyassistant utility activated by the standard make Linux tool, with the following syntax:
make -f pickyassistant stepM.n
whereM and n are the number of the parameterization cycle and its step, respégely. Detailed examples

for its usage will be given in the next sections.

5.1.3 Launching Gaussian 09 : the modpickycoms utility

The last utility distributed with the Picky package is themodpickycoms command, a simple script useful
to handle Gaussian 09 inputs, that is to adapt .com les to the characteristics of the computing machine
where the Gaussian 09 calculation is going to take place. In fact, as detailed in Section 4.5, th&aussian
09 input les created by Picky in step ) have a default memory requirement of 3500MB, and demand for a
number of processorsprocs) equal to the maximum number of cores available on the Linux machine here

Picky was launched. Despite the parameterizations is often launched on personal computer or laptop,
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it is convenient to launch the QM calculations on more powerful compters, typically an HPC cluster. In
such case, both the required memory and the number of cores cée increased to speed up the calculations.
This can be simply done with the modpickycomsutility, directly into the directory containing the Gaussian
09 .com les (typically ranging from 50 to 100 les) and typing

modpickycoms <memory> <core number>

where<memory> is the memory demand in the format<10GB> or <10000MB> , while <core num-

ber> is simply the new number of required processors.
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5.2 Example 1: the benzene dimer

In this example the parameterization of an intermolecular FF for the benzene molecule is discussed. All les
concerning with this example can be found in theExamplesdirectory distributed with the Picky package.
The parameterization here presented is achievetbllowing route | , i.e. through MD simulations. Despite
this parameterization can be performed form scratch, in the dowlvaded Picky package all the relevant les
are given in

$P ICKY =Examples=Benzene=Refdata

and can be used as reference to control each step of the proceel

5.2.1 Before starting: trial parameters and equilibrated con gu ration

Before starting any Picky parameterization, the user should provide a trial set of FF parameers and an
equilibrated con guration of at least 200 target molecules.

[ defaults ]
; nbfunc  comb-rule gen-pairs fudgelLJ fudgeQQ
1 2 no 0.0 0.0
[ atomtypes ]
; hame mass charge ptype sigma (nm) epsilon (kj/mol)
C1 12.01100 -0.11500 A 0.35500 0.29284
H1 1.00790  0.11500 A 0.24200 0.12547
[ moleculetype ]
: Name nrexcl
ben 4
[ atoms ]
;nr  type resnr residue atom cgnr charge mass
1 C1 1 ben C1 1 -0.1150 12.0110
2 C1 1 ben C1 2 -0.1150 12.0110
3 C1 1 ben C1 3 -0.1150 12.0110
4 Ci1 1 ben Ci1 4 -0.1150 12.0110
5 C1 1 ben C1l 5 -0.1150 12.0110
6 C1 1 ben C1 6 -0.1150 12.0110
7 H1 1 ben H1 1 0.1150 1.0079
8 H1 1 ben H1 2 0.1150 1.0079
9 H1 1 ben H1 3 0.1150 1.0079
10 H1 1 ben H1 4 0.1150 1.0079
11 H1 1 ben H1 5 0.1150 1.0079
12 H1 1 ben H1 6 0.1150 1.0079

[ bonds ]

[...]
: Name
benzene

[ molecules ]
: Molecule name  #mols
ben 512
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In the present case, this was done by choosing the OPLS parametér$ as starting set, and an equilibrated
con guration of 512 benzene molecules obtained by running an MD siniation with Gromacs with the

aforementioned FF at 1 atm and 298 K. Notwithstanding both les, namedbenzene.opls.toand nal.opls.gro

can be found in the

$P ICKY =Examples=Benzene=T emplatefiles

directory available with the Picky package, the relevant part of the.top le containing the parameter is
shown here above to ease the discussion. Note that the descripticof the intramolecular exibility (see

Section 4.2 for details onGromacs .top format) is not reported here, as is kept xed during the whole

parameterization.

5.2.2 Benzene: Cycle 1

To start this example, create a directory namedBenzene and place yourself therein with the commands:
> mkdir Benzene

> cd Benzene

Now the go.picky utility can be used to create some working directories, with the comrand

> go.picky -cycle 1

As illustrated in the previous sections, this will create, inside theBenzene directory, a directory named
Cyclel, and a number of subdirectories there-within. Furthermore, a le ramed pickyassistant will be also

created in Cyclel.

Step )

To start the parameterization and perform Step ) (i.e. sampling dimers from the equilibrated OPLS
con guration according to the Picky algorithm), the pickyassistant utility can be exploited by launching
it in the Cyclel directory, by typing:
> cd Cyclel
> make -f pickyassistant stepl.1

The outcome of this command is the following message:

copying basis.dat from $PICKY/Templates

Make sure your 1.picky dir contains at least one picky input f ile,
a parameter file, a configuration file and the basis.dat inf o]

Currently, these are the file in your 1.picky directory:
basis.dat

Hence, to begin the sampling, the parameter le (with the OPLS paraméers) and the con guration le

(previously equilibrated) should be copied in the 1.picky directory. Fa instance, if the Benzene directory is

59



located in your home directory, this can be done by typing:

> cp $PICKY/Examples/Benzene/Template les/benzene.opl s.top /Benzene/Cyclel/1.picky/.

> cp $PICKY/Examples/Benzene/Template les/ nal.opls.g ro /Benzene/Cyclel/1.picky/.
Finally, you can launch Picky in the 1.picky directory with the standard command:
> cd 1.picky

> go.picky benzene.cyclel

Since this is the rst Picky cycle, you should get the following message,

no input files in this dir
copying a template from $PICKY/Templates
please re-run picky after editing file

and directly edit a template le, which is already been correctly renamed as  picky.benzene.cyclel.inp

Note that the le is opened through the vi editor, please check online documentation if you
are not experienced with it. This input le has to be modi ed according to your preferences. Since his

is the rst step, very general sampling options (hereafter evidened in red) should be set, as in the following:

# Files containing snapshot of the system and FF:
$Parameters benzene.opls.top
$Traj final.opls.gro

# Picky options:

$Accepted 0

$Rmax 8

$Rmin 0

$Emax 20.0

$EmIin -100.0

$Ndimer 50

$axisL 1 4

$axisS 2 6

$axisChain 0

$DI_threshold 5

$end # End of Picky options

$geometry A B

C1 0.00000000 0.00000000 -1.39913611 1 0O 'Ca
C2 1.21168909 0.00000000 -0.69956805 1 0 'Ca'
C3 1.21169109 0.00000000 0.69956805 1 0 'Ca'
C4 0.00000000 0.00000000 1.39913611 1 0 'Ca'
C5 -1.21168609 0.00000000 0.69957105 1 0 'Ca'
C6 -1.21169009 0.00000000 -0.69956905 1 0 'Ca'

H7 0.00000000 0.00000000 -2.48621219 1 0 'Ha'
H8 2.15312016 0.00000000 -1.24311309 1 O 'Ha'
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H9 2.15312716 0.00000000 1.24310609 1 0 'Ha'
H10 0.00000200 0.00000000 248621219 1 0 'Ha’
H11 -2.15312416 0.00000000 1.24310609 1 0 'Ha'
H12 -2.15312316 0.00000000 -1.24310709 1 0 'Ha'

$end

$intruder A B
$end

$QM_methodnp2
$QM_basis specific Hobza

In summary, the directives are to sample 50 dimers, whose energyastds in the [-100 - 20 ] kJ/mol range,
whose centers of mass are not more than 8 A apart and with a di ematiality index threshold of 5%.
Furthermore, since the coordinates of each accepted dimer areigg to be written in :com Gaussian 09 input
les, to perform the calculation of intermolecular energy, the methal and basis set to be employed should
be speci ed. In the present example (last two lines of the input le) the MP2 level of theory is chosen with
the 6-31G*(0.25) modi ed basis set proposed by HobZ& 3* for aromatic interactions.

Once the input le is prepared, Picky can be launched through the command
> go.picky -v benzene.cyclel
At the end of the sampling, the -v option forcesPicky to open the main picky:benzene:cyclé:out output
le, which contains detailed (and verbose) information about the sanpling results. The accepted dimers can
be further visualized, with most graphical tools, using theaccepted dimers:xyz le, that has been created
by Picky in the 1.picky directory. Among other les, you should also nd in these directory 50 Gaussian
09 input les, named g09:dim:xxxx:com , where xxxx is a progressive number from 0001 to 0050. Despite
the dimer coordinates stored in theaccepted dimers:xyz le could be used for the QM calculation of the
intermolecular energy with any quantum chemistry software, in thisand the following example theGaussian

09 suite will be exploited, as it directly interfaces with Picky

Step )
Before launching the Gaussian 09 calculations, some computational directives to speed up calculatian

have to be modi ed in the :com les. This is simply done by typing:
> modpickycoms 5GB 12
hence requiring 5 GB and 12 cores for each of the fty calculations. Wi this speci cations, the energies for
all 50 dimers can be computed on 24 cores of a Xeon(R) E5-2690 CRiJless than 30 minutes.

Once all calculations successfully ended, step) can be accomplished again exploiting theickyassistant
utility, by typing, in the Cyclel directory,
> make -f pickyassistant stepl.2

thus obtaining the following message:
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Please make sure to copy all your g09.xxxx.log files in the
2.QMsampling directory.
Then launch the go.picky.recovernrg utility therein.

Alternatively, if you have obtained the QM energies with a co de
different from Gaussian, retrieve your date and write them i n
the proper format in the geo.list.dat file.

See manual for details.

After copying all the :log Gaussian 09 output les in the 2:QMsampling directory, before proceeding to

next step, all QM computed intermolecular energies must be retrieed from the :log les and stored in the

proper format. In the 22QMsampling , this is automatically done by exploiting the picky:recovernrg utility:

> cd 2.QMsampling

> go.picky.recovernrg mp2

At the end of this step, a le named geo:list:dat is created in your directory, containing coordinates and

interaction energies for each of the 50 dimers.

Step )

Once the QM energies have been retrieved, the rst FF parameteration can be performed. After

returning in the main Cyclel directory, the pickyassistant can be exploited as usual to prepa the working

directory:
>cd ..
> make -f pickyassistant stepl.3

The following message is generated:

Copying the geo.list.dat file in the 3.fit directory.
It will be renamed cyclel.QM.dat

A template file named pickyfit.template.inp will be
also copied in the 3.fit directory.

Make sure to rename and edit it properly !
See manual for details.

Then launch the go.pickyfit utility in the 3.fit

directory.
Note that go.pickyfit renames automatically the
pickyfit.template.inp in pickyfit. namenp

where nameis the argument of the go.pickyfit
command (e.g. pickyfit.benzene.cyclel.inp )

Following instructions, go to the 3.t directory and launch the go:pickyfit utility as requested:
>cd 3.t

> go.picky t -e -v benzene.cyclel
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With the -e option the input le, now named pickyfit:benzene:cyclel:inp, is opened for editing (again
through the Linux vi editor). It should contain, as starting parameters, the ones emplged in the previous

simulations (OPLS in this case, evidenced in blue) and the indication of tkir allowed variance. In the present

example, this le should be as follows:

$molecule
1 C1 0.00000000 0.00000000 -1.39913611 1 O
2 C1 1.21168909 0.00000000 -0.69956805 1 O
3 C1 1.21169109 0.00000000 0.69956805 1 O
4 C1 0.00000000 0.00000000 1.39913611 1 O
5 C1 -1.21168609 0.00000000 0.69957105 1 O
6 C1 -1.21169009 0.00000000 -0.69956905 1 O
7 H1 0.00000000 0.00000000 -2.48621219 1 O
8 H1 2.15312016 0.00000000 -1.24311309 1 O
9 H1 2.15312716 0.00000000 1.24310609 1 O
10 H1 0.00000200 0.00000000 248621219 1 O
11 H1 -2.15312416 0.00000000 1.24310609 1 O
12 H1 -2.15312316 0.00000000 -1.24310709 1 O
$end
$potpar
LJ> site name e0 sigma csi
1 Cl 0293 355 1.do
2 C1 =
3 C1 =
4 C1 =
5 C1 =
6 C1 =
7 H1 0125 242 1.dO
8 H1 =
9 H1 =
10 H1 =
11 H1 =
12 H1 =
LJ_end
Coul> site name charge
1 Cl1 -0.115
2 C1 =
3 C1 =
4 C1 =
5 C1 =
6 C1 =
7 H1 0.115
8 H1 =
9 H1 =
10 H1 =
11 H1 =
12 H1 =
Coul_end
$end

63




$fixpar
Fix_LJ> site name e0 sigma csi
1 Cl 10% 10% 0.0
7 H1 10% 10% 0.0
LJ_end
Fix_Coul> site name charge
1 Cl 10%
7 H1 10%
Coul_end
$end
$weig -a 0.05 -M T -E 50.0
$dimergeom
cyclel.QM.dat
$end

Some additional observations should be noted. First, the allowed véance (evidenced in red) is in this case
limited to 10% of the original value. This is advisable considering that the small dimegions (only 50
dimers) of the starting database do not allow for a reliable sampling othe IPES, hence larger range of
variation could result in annoying artifacts that should be avoided. Next, considering benzene's symmetry,
only two atom types can be de ned, namely one for the Carbon atomsnd one for the Hydrogens. Hence,
only six parameters have to be tted: LJ's 'sand 's and the point chargesq. For this reason, all parameters
except the ones for the rst C and H atoms are constrained to the &lue of the preceeding line (through the
symbol "="). Finally, because only standard LJ functions are going to be usedthe parameter (see equation
(11) in Section 3.1.4) is xed to 1, by setting its allowed variation to 0.
After closing this le, the non-linear t starts and ends by opening the pickyfit:benzene:cyclel.out le,

which contains detailed information regarding the parameterizationprocess. The nal parameters for this

step are saved in the lepickyfit:benzene:cyclel:par, which should look as displayed here below:

$potpar  St.Dev  5.420D-01
LJ> site name e0 sigma csi
C1 0.3223 3.3904 1.0000
C1
C1
C1
C1
C1
H1 0.1125 2.4785 1.0000
H1
H1
10 H1
11 H1
12 H1

O©CoOoO~NOOOTWNPEF
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Coul> site  name charge
1 C1 -0.1134
2 C1
3 C1
4 C1
5 C1
6
7
8
9

C1
H1 0.1134
H1
H1
10 H1
11 H1
12 H1

Additionally, some information on the t quality is contained in the le pickyfit:benzene:cyclel.res, where
QM, tted (FF) energies and their di erence for each of the sampleddimers are reported ordered by columns,
and can be thus directly plotted. Finally, three more les, containing the nal parameters in di erent formats

have been saved in this directory, namelypotgen:inp, mcgblj:prms and gromacs:prms.

Step )

The nal step of each Picky cycle consists in evaluating the convergence criterion P de ned by equation
(32), and asses whether to proceed to next cycle or stop. As derin the previous steps, thepickyassistant
utility can be launched from the Cyclel directory as
>cd ..
> make -f pickyassistant stepl.4

obtaining the following message:

Copying the potgen.inp file in the 4.deltaP directory renam ing it
as cyclel.potgen

Make sure to build a similar file ( e.g. cycleO.potgen )
containing the starting trial parameters and also place it
in the 4.deltaP directory.

Copying the mesh.inp file from /home/giacomo/Fortran/Pic ky/Templates
Please edit it if you want to change the IPES sampling grid

In the 4.deltaP, run the getDeltaP  utility
as getDeltaP cycleO.potgen cyclel.potgen

As stated in the above message, two les have been copied into theDeltaP directory: potgen.inp and
mesh.inp .

The former le, created by pickyfit in the previous step and renamed here asyclel.potgen is employed

as input for the potgen (PotGen , Potential Generator) tool. This tool is part of the Picky package and

65



its automatically launched by the getDeltaP command (vide infra). Its scope is to compute a dimer IPES,

given the FF parameters, on a grid of speci ed dimensions. In the prest case, thepotgen.inp le looks as

follows

$geometry

C1 -0.0000 0.0000 -1.3991 1

C1 1.2117 0.0000 -0.6996 1

C1 1.2117 0.0000 0.6996 1

C1 -0.0000 0.0000 1.3991 1

C1 -1.2117 0.0000 0.6996 1

C1 -1.2117 0.0000 -0.6996 1

H1 -0.0000 0.0000 -2.4862 1

H1 2.1531 0.0000 -1.2431 1

H1 2.1531 0.0000 12431 1

H1 0.0000 0.0000 24862 1

H1 -2.1531 0.0000 12431 1

H1 -2.1531 0.0000 -1.2431 1

$end

$potpar  St.Dev  5.617E-01

LJ> site name epsilon sigma cSi
1 C1 0.3223 3.3904 1.0000
2 C1 0.3223 3.3904 1.0000
3 C1 0.3223 3.3904 1.0000
4 C1 0.3223 3.3904 1.0000
5 C1 0.3223 3.3904 1.0000
6 C1 0.3223 3.3904 1.0000
7 H1 0.1125 2.4785 1.0000
8 H1 0.1125 2.4785 1.0000
9 H1 0.1125 2.4785 1.0000
10 H1 0.1125 2.4785 1.0000
11 H1 0.1125 2.4785 1.0000
12 H1 0.1125 2.4785 1.0000

LJ_end

charge> site name charge
1 C1 -0.1134
2 C1 -0.1134
3 C1 -0.1134
4 C1 -0.1134
5 C1 -0.1134
6 C1 -0.1134
7 H1 0.1134
8 H1 0.1134
9 H1 0.1134
10 H1 0.1134
11 H1 0.1134
12 H1 0.1134

charge_end

$end
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$displacement  file mesh.inp

00 00 00 #X
00 00 00 #Y
00 00 00 #Z

0.0 0.0 0.0 # alpha

0.0 0.0 0.0 # beta

0.0 0.0 0.0 # gamma
$end

$rmin 2.3

The second required le,mesh:inp, is the le containing the description of the grid over which compute
the FF intermolecular energies. Notwithstanding mesh:inp is its default name, the le can be labeled in
any other way, the only condition being that the chosen name coincies with the one indicated (in blue) in
the potgen:inp le. An example of mesh:inp le, employed also in this example and reported in detail here

below, can be found in theT emplates directory of the Picky package.

$displacement

-70 7.0 0.7 #X

00 70 05 #Y

-70 70 07 #Z

0.0 180.0 60.0 # alpha
-180.0 180.0 30.0 # beta

0.0 180.0 60.0 # gamma
$end

Finally, as indicated by the message given by theickyassistant, a potgen:inp-like le, containing the
OPLS parameters employed to start the parameterization should beprepared. This can be done either
directly by the user in the 4:DeltaP directory by editing from scratch the cycle0.potgen or by copying and
rename in the 4.deltaP directory the proper template le by typing with the following command s:
> cp $PICKY/Examples/Benzene/Template les/potgen.benz ene_opls.inp cycle0.potgen

The new cycled:potgen le should then look as follows:

$geometry

C1 0.0000 0.0000 -1.3991 1
C1l 1.2117 0.0000 -0.6996 1
C1 1.2117 0.0000 0.6996 1
Cl 0.0000 0.0000 1.3991 1
C1 -1.2117 0.0000 0.699% 1
C1l -1.2117 0.0000 -0.699% 1

H1 0.0000 0.0000 -2.4862 1
H1 2.1531 0.0000 -1.2431 1
H1 2.1531 0.0000 1.2431 1
H1 0.0000 0.0000 24862 1
H1 -2.1531 0.0000 1.2431 1
H1 -2.1531 0.0000 -1.2431 1

$end
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$potpar

LJ> site name epsilon sigma csi
Cl1 0.293 3.55 1.0000
Cl1 0.293 3.55 1.0000
Cl1 0.293 3.55 1.0000
Cl1 0.293 3.55 1.0000
Cl1 0.293 3.55 1.0000
Cl1 0.293 3.55 1.0000
H1  0.125 242  1.0000
H1  0.125 2.42  1.0000
H1 0.125 2.42 1.0000
H1  0.125 2.42  1.0000
11 H1 0.125 2.42 1.0000
12 H1  0.125 2.42  1.0000

=
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LJ_end

charge> site name charge
1 Cil -0.115
2 C1 -0.115
3 Ci -0.115
4 Cl1 -0.115
5 Ci -0.115
6 Cl1 -0.115
7 H1 0.115
8 H1 0.115
9 H1 0.115
10 H1 0.115
11 H1 0.115
12 H1 0.115

charge_end

$end

$displacement file  mesh.inp

00 00 00 #X

00 00 00 #Y

00 00 00 #2Zz

00 0.0 0.0 # alpha

0.0 0.0 0.0 # beta

00 0.0 0.0 # gamma
$end

$rmin 2.3

It is important to mention that the two IPESs, the one subtended by the OPLS parameters (evidenced in blue
in the cycleD:potgen le) and the one obtained through the best- t parameters of the current Picky cycle
(described incyclel:potgen), are sampled in the same number of points, so that equation (32)an be applied.
Therefore, both the sampling grid and the minimum sampling distance (bo th evidenced in red),
should be the same in the two les

After preparing the above mentioned les, the P convergence index can be computed, exploiting the
getDeltaP with the following command:
> getDeltaP cycleO.potgen cyclel.potgen

The procedure is monitored on-the- y through the message
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computing DP on
filel = step0.potgen
file2 = stepl.potgen

. runl starts ...
. runl ended.

. run2 starts ...
. run2 ended.

Eventually, the le DeltaP:log is created, where the P value (hereafter evidenced in red) is reported

together with some other few details. For the present example, th content of DeltaP:log is shown below:

compute differences between potentials

filel : cycleO.nrg.dat

file2 : cyclel.nrg.dat
the grid extrema seem to be
D G -7.00 7.00
Y o 0.00 7.00
Z e -7.00 7.00
alpha ...... 0.00 180.00
beta ....... -180.00 180.00
gamma ...... 0.00 180.00
n points ............. 1058104
potential extrema 1 ... -9.371 570.161
potential extrema 2 ... -9.792  339.329
Standard Deviation .......... 6.6901
MSE (Mean Squared Error) .... 44,7570
MAE (Mean Absolute Error) ... 0.6664
Maximum Absolute Error ...... 230.8320
at point
0.00 2.50 0.00 0.00 -180.00 0.00

As shown above, the P value with respect to the OPLS IPES obtained in this cycle is 6.7 kJ/mol.

Usually, a convergence threshold of less than 0.5 kJ/mol is chosetherefore the Picky parameterization is
not completed and a further cycle will be performed.

For the sake of clarity it should be noted that, despite next step waild refer to cycle number 2, it is convenient
to gather all data concerning with it in the 5:MD subdirectory within the Cyclel directory, since the MD
simulation there contained is carried out with the FF best- t paramet ers obtained in the 3:fit directory of
cycle 1.

Step )

In this step one MD run will be prepared and performed with the Gromacs engine, again on a system

of 512 benzene molecules, exploiting the best-t parameters achied in step ). As starting con guration,
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the equilibrated system obtained with the trial (OPLS) set of parameers and previously employed to sample
the rst 50 dimers can be used. In this example, theGromacs simulation will be performed at 298 K and
1 atm. All the details to launch Gromacs run are beyond the aims of this manual. Interested reader can
refer directly to Gromacs manual.l®

This step is guided as usual bypickyassistant, in the 5:MD directory, with the standard syntax,
>cd ..
> make -f pickyassistant stepl.5

obtaining the following message:

Step 5 deals with an MD or MC simulation performed with the
parameters obtained in Step 3 of the current cycle.

To this aim, you should prepare in the 5.MD directory the
following files:

1. a file containing the directives for the MC or MD run

as a .mdp file for Gromacs (see Templates directory)

2. a file containing the starting configuration, that will
be copied from the 1.picky directory.

a file in GROMAC$®rmat has been found:
1.picky/final.opls.gro

which will be copied in the 5.MD directory
3. a file containing the new FF parameters

a file in GROMAC$®rmat has been found:
1.picky/benzene.opls.top
which will be copied in the 5.MD directory

Make sure to rename the latter file (e.g. cycle2.prms ),
edit it and insert therein the FF parameters

contained in 3.fit/pickyfit.cycle2.par.

Care should be taken in controlling formats and units.

Following the instructions given by the pickyassistant's message, the rst le required to launch a
Gromacs simulation is the le containing the main directives (extension :mdp). For the rst MD run, this
can be copied from theT emplates directory, renamed and edited as follows:
> cp $PICKY/Templates/gromacs.directives.mdp 5.MD/NPT. mdp
> cd 5.MD
> vi NPT.mdp
Few changes should be applied to th&lP T:mdp le, to adapt it to the present case study. These are detailed

in the frame here below:
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: Template file with GROMACS directives for
; MD runs to be performed within Picky cycles

; RUN CONTROL PARAMETERS

integrator = md

; start time and timestep in ps

tinit = 0.0

dt = 0.001

nsteps = 1000000

; mode for center of mass motion removal

comm-mode = Linear

; number of steps for center of mass motion removal

nstcomm = 500000

; OUTPUT CONTROL OPTIONS

; Output frequency for coords (x), velocities (v) and forces ()
nstxout = 10000 nstvout =0
nstfout =0

; Checkpointing helps you continue after crashes

nstcheckpoint = 100000

; Output frequency for energies to log file and energy file

nstlog = 1000

nstenergy = 1000

; Output frequency and precision for xtc file
nstxtcout = 10000
xtc_precision = 1000

; Selection of energy groups

energygrps = ben

Here it should be noted that the < moleculelabel > refers to the one used in thetop le, to de ne target

molecule,benz in this case. TheGromacs directive le continues as follows:

; NEIGHBORSEARCHING PARAMETERS
; nblist update frequency

nstlist =4

; ns algorithm (simple or grid)

ns_type = grid

; Periodic boundary conditions: xyz or no
pbc = Xyz

; nblist cut-off

rlist =12
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; OPTIONS FOR ELECTROSTATICS AND VDW
; Method for doing electrostatics

coulombtype = PME
rcoulomb_switch = 0.0
rcoulomb =12

; Method for doing Van der Waals
vdw_type = Cut-off

; cut-off lengths

rvdw_switch = 0.0

rvdw =1.2

; Apply long range dispersion corrections for Energy and Pre ssure
DispCorr = EnerPres
; Spacing for the PME/PPPM FFT grid
fourierspacing = 0.12

; EWALD/PME/PPPM parameters
pme_order =4
ewald_rtol = le-05
ewald_geometry = 3d

OPTIONS FOR WEAK COUPLING ALGORITHMS
; Temperature coupling
tcoupl Berendsen

tc_grps = ben
; Time constant (ps) and reference temperature (K)

tau |t =01
ref_t = 298
; Pressure coupling
Pcoupl = Berendsen
Pcoupltype = Isotropic
; Time constant (ps) compressmlllty (1/bar) and referenc e P (bar)
ref_p = 0. 1 k
tau_p =10
compressibility = 4.5e-5
; GENERATE VELOCITIES FOR STARTUP RUN
gen vel = no
; OPTIONS FOR BONDS
constraints = all-bonds
; Type of constraint algorithm
constraint-algorithm = LINCS
; Highest order in the expansion of the constraint coupling m atrix
lincs-order =4

; Number of iterations in the final step of LINCS. 1 is fine for

; normal simulations, but use 2 to conserve energy in NVE runs
; For energy minimization with constraints it should be 4 to 8
lincs-iter =1

; Lincs will write a warning to the stderr if in one step a bond

; rotates over more degrees than

lincs-warnangle = 30

Note that the template has been adapted to the present examplepecifying again the molecular label, and
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the target temperature (298 K) and pressure (0.1 MPa). Clearly,other options can be varied, to adjust the
simulation to the speci c case. However, as already mentioned, ruring MD simulations with Gromacs goes
beyond the aims of this manual, and one should refer to th&romacs manual® instead.

The second required le, is the one containing a reliable starting con guation. The pickyassistant tools
copies such le (namedfinal:opls:gro ) form the 1l:picky directory, where it was used as sample to select the
rst 50 dimers. This le can be left unchanged

Finally, the last® le required for running the MD simulation is the one containing the FF best-t
parameters obtained bypickyfit in the rst cycle. The pickyassistant copies thebenzene:opls:topgfrom the
1:picky directory inthe 5:MD one. This le has to be renamed and edited properly, substituting theoriginal
OPLS parameters with the ones just obtained after the rst paramderization. This can be done rather easily,
the best t parameters have been already saved in the proper Gromacs format during step
), and can be found in thegromacs.prms in the 3.t directory. Concretely, the old Gromacs topology
le ( benzene.opls.topshould be rst renamed asbenzene.cyclel.topand thereafter edited to substitute the
previous OPLS parameters with the ones found in the aformentionedgromacs.prms le. This can be done
through the commands
> mv benzene.opls.top benzene.cyclel.top
> vi benzene.cyclel.top
The nal vi command opens thebenzene:cyclé:top, that after inserting the new parameters (by substitution

of the [ atomtypes ] and [ atoms | environments, as usual evidenced in red) will look as follows:

[ defaults ]
; nbfunc  comb-rule gen-pairs fudgelLJ fudgeQQ

1 2 no 0.0 0.0
[ atomtypes ]
; hame mass charge ptype sigma (nm) epsilon (kJ/mol)
C1 12.01100 00 A 0.3390 0.3223
H1 1.00790 0.0 A 0.2478 0.1125
[ moleculetype ]
: Name nrexcl

ben 4

@ |t could be worth mentioning that an additional le, named index:ndx , may be used for launching the Gromacs run.
This le can be found in the Examples directory, but will not be mentioned further.

73



[ atoms ]
; nr type resnr residue atom cgnr charge mass
1 C1 1 ben C1 1 -0.113352 12.011
2 C1 1 ben C1 2 -0.113362 12.011
3 C1 1 ben C1 3 -0.113362 12.011
4 C1 1 ben C1 4 -0.113362 12.011
5 C1 1 ben C1 5 -0.113362 12.011
6 C1 1 ben C1 6 -0.113362 12.011
7 H1 1 ben H1 1 0.113362 1.008
8 H1 1 ben H1 2 0.113362 1.008
9 H1 1 ben H1 3 0.113362 1.008
10 H1 1 ben H1 4 0.113362 1.008
11 H1 1 ben H1 5 0.113362 1.008
12 H1 1 ben H1 6 0.113362 1.008
; Stretchings
[ bonds ]
1 2 1 0.1399 285529.403
[-.]

Note that when substituting the parameters form the pickfit les to the Gromacs format, particular at-
tention should be paid to the LJ 's, because the length unit adopted inPicky is A , while Gromacs is
expecting nm. Using thegromacs.prms le also prevent this issue.

Finally, after having prepared the three les, the simulation can be lauinched, possibly on a multi-core
processor, to exploitGromacs parallelization. At the end of the rst simulation, the average density should
be 878 kg/mol and the vaporization enthalpy, HYaP, 32.8 kJ/mol.

The default name for the nal con guration is confout:gro. Depending on the options used during the MD
run, the molecular coordinates contained in this le can be written with or without the periodic boundary
conditions. To make sure that the molecules have been correctly censtructed as a whole,all system's
atoms should be shifted back inside the simulation box. Besides controlling this feature with a
graphical tool (i.e. molden or VMD), the trjconv Gromacs tool'® can be exploited, by typing, on the
same machine where Gromacs was launched :

> trjconv -f confout.gro -0 nal.cyclel.gro -pbc mol

or, if a 5.0 or higher Gromacs version was employed

> gmx trjconv -f confout.gro -0 nal.cyclel.gro -pbc mol

This instructions will create a new con guration le, named final:cycle 1:gro, where all the benzene molecules
are correctly reconstructed inside the simulation box.

All the Gromacs output les can be found in the Examples directory, to be used as referend® when

running this example. Before starting nextPicky cycle, all the Gromacs relevant les (in particular the

® |t it is important to mention that di erent verions of Gromacs , or even di erent architectures or optimization ags could
lead to slighlty di erent results, so both the trajectory le  and the nal conformation produced by Gromacs in the Reference
directories could not be exactly the same as the one obtained bty the user. In turn, this could lead to slight di erences through out
the next Picky cycles, which could results in a non perfect matching between the les obtained by the user and the distributed
reference les. Yet, the nal averaged values and parameter should be very close to the given references, as the parameterizéon
procedure does not signi cantly depend on such details.
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nal equilibrated conformation, named final:cycle 1:gro) should be copied back to the5:MD directory.

5.2.3 Benzene: Cycle 2

To perform the second cycle, thego.picky utility can again be exploited, in the parent Benzene directory,
with the following commands:

>cd ./ ..

> go.picky -cycle 2

As usual, this will create, inside the Benzene directory, a directory named Cycle2, the pickyassistant le
and the 1:picky, 2:QMsampling ,etc. subdirectories.

The parameterization now proceeds as described in the following.

Step )
Similarly to the rst cycle,
> cd Cycle2
> make -f pickyassistant step2.1

The outcome of this command is the following message:

copying required files from last cycle:
Old Name ----- > New name

basis.dat ----- > basis.dat

accepted.dat ----- > accepted.dat

energy.dat ----- > energy.dat.old

IntCoord.dat ----- > IntCoord.dat.old

picky.<name>.cyclel.inp ----- > picky.template.cycle2. inp

Make sure to copy in the 1.picky directory:

A] the FF parameters file optimized in previous cycle
B] the final equilibrated configuration obtained in
previous cycle

A list of the files contained in the 5.MD directory of Cycle 1:
benzene.cyclel.top ener.edr final.cyclel.gro index.ndx mdout.mdp topol.tpr
confout.gro  energy.xvg final.opls.gro md.log NPT.mdp

Finally, remember to change the name of the

picky.template.cycle2.inp

according to your parameterization target name, and

edit the picky input file to fit it to Cycle 2

according to your parameterization target name, and

to your preferences

As detailed by this message, a number of les necessary for step (see Section 4.4) are copied directly by
the pickyassistant in the new 1:picky folder. Two additional les are still required to start the sampling: th e
con guration, equilibrated in the previous cycle, from which extract the new dimers and the FF parameters,

obtained again in the previous cycle, used to perform the simulationtat lead to the former equilibrated
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con guration. Both these les can be retrieved in the 5:MD subdirectory of the previous cycle,i.e.

> cp ../Cyclel/5.MD/ nal.cyclel.gro 1.picky/.

> cp ../Cyclel/5.MD/benzene.cyclel.top 1.picky/.

The last suggestion given in thepickyasssistant message is to rename the template le namegicky:template:cycle2:in
according to the present case study, that is

> cd 1.picky

> mv picky.template.cycle2.inp picky.benzene.cycle2.a. inp

At this point, Picky can be launched with the command:

> go.picky -e -v benzene.cycle2.a

It is important to notice that the -e option forcesPicky to open the picky:benzene:cycl@:a:inp for editing,
so that the correct directives can be set before actually runninghe sampling.

Since this is the second cycle, the previous generic database of Séndrs, can be enlarged by focusing onto
two di erent regions of the dimer IPES: one characterized by more #ractive (a) energies and the other
containing more repulsive ¢) values. In the former case (corresponding to thepicky.benzene.cycle2.inp

le) the input directives should be modi ed as shown in red in the frame bdow.

# Files containing snapshot of the system and FF:
$Parameters benzene.cyclel.top
$Traj final.cyclel.gro

# Picky options:

$Accepted 50

$Rmax 7

$Rmin 0

$Emax -2.0

$EmIn -100.0

$Ndimer 50

$axisL 1 4

$axisS 2 6

$axisChain 0

$DI_threshold 5

$DI_weights 30 10 20 40
$end # End of Picky options

$geometry A B

C1 0.00000000 0.00000000 -1.39913611 1 O 'C1'

Cc2 1.21168909 0.00000000 -0.69956805 1 0O 'C1'

C3 1.21169109 0.00000000 0.69956805 1 O 'CI'
[.]

H11 -2.15312416 0.00000000 1.24310609 1 0 'HI

H12 -2.15312316 0.00000000 -1.24310709 1 O 'HY'

$end

$intruder A B

$end

$QM_method mp2
$QM_basis  specific Hobza
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With these speci cations Picky samples additional 50 dimers, whose energy stands in the [-100 - -RJ/mol
range, whose centers of mass are not more than 7 A apart, still wita di erentiality index threshold of
5%. Note that the DI weights have also been changed, focusing mmion energy di erence (40) and less on
internal geometry di erences (10), considering the quasi-rigid bkaviour of the aromatic ring.

To perform the second (repulsive) sampling, the database containg the accepted dimers must be up-
dated, and a new input le, namely picky.benzene.cycle2.inp should be created in the samé:picky directory:
> mv IntCoord.dat IntCoord.dat.old
> mv energy.dat energy.dat.old
> cp picky.benzene.cycle2.a.inp picky.benzene.cycle2.r .inp
Finally, Picky can be re-launched with the new input,
> go.picky -e -v benzene.cycle2.r

taking care to modify some directives as evidenced in red in the belowame.

# Files containing snapshot of the system and FF:
$Parameters benzene.cyclel.top
$Traj final.cyclel.gro

# Picky options:

$Accepted 100

$Rmax 8

$Rmin 0

$Emax 60.0

$Emin -2.0

$Ndimer 50

$axisL 1 4

$axisS 2 6

$axisChain 0

$DI_threshold 5

$DI_weights 30 10 20 40
$end # End of Picky options

$geometry A B

$inte  mp2 hobza

Cl 0.00000000 0.00000000 -1.39913611 1 0O 'CI'
C2 1.21168909 0.00000000 -0.69956805 1 0 'CI1'
C3 1.21169109 0.00000000 0.69956805 1 O 'CI'
C4 0.00000000 0.00000000 1.39913611 1 0O 'C1'
C5 -1.21168609 0.00000000 0.69957105 1 O 'C1
C6 -1.21169009 0.00000000 -0.69956905 1 O 'Cr

H7 0.00000000 0.00000000 -2.48621219 1 O 'H1
H8 2.15312016 0.00000000 -1.24311309 1 0O 'HI'
H9 2.15312716 0.00000000 1.24310609 1 0O 'HI'
H10 0.00000200 0.00000000 2.48621219 1 0 'HI'
H11 -2.15312416 0.00000000 1.24310609 1 0 'HI'
H12 -2.15312316 0.00000000 -1.24310709 1 O 'HI

$end

$intruder A B

$end

77




In this second sampling,Picky samples additional 50 dimers, in a more repulsive region ([-2 - 60 ] kJ/oi
range, and/or at larger separations (8 A). At the end of this samping, counting the previous attractive sam-
pling, 100 dimers have been chosen and the same number of Gaussian 09 input les have been created,

with a progressive numbering from 51 to 150.

Step )
As done in the previous cycle, some computational directives haveotbe modi ed in the :com les:
> modpickycoms 5GB 12
again requiring 5 GB and 12 cores for each calculation.
Once all calculations successfully ended, they can be copied into t®2QMsampling directory, as sug-
gested by the message obtained with the commands:
>cd ..
> make -f pickyassistant step2.2
After copying all the :log Gaussian 09 output les, all QM computed intermolecular energies are retrieved
from the :log les with the go:picky:recovernrg utility:
> cd 2.QMsampling
> go.picky.recovernrg mp2
As for the preceeding cycle, all 100 dimer geometries and the cosgonding interaction energies have been

now stored in the geo:list:dat le, in the 2:QMsampling directory.

Step )

Once the QM energies have been retrieved, the second FF parameetization can be performed. After
returning in the main Cycle2 directory, the pickyassistant can be exploited as usual to prepar the working
directory:
>cd ..
> make -f pickyassistant step2.3

The following message is generated:

Updating the energy database in the 3.fit directory,
by joining the cyclel.QM.dat with the geo.list.dat obtaine d in the current cycle
It will be renamed cycle2.QM.dat

A template file named pickyfit.template.inp will be
also copied in the 3.fit directory.

Make sure to rename and edit it properly !!
See manual for details.
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Then launch the go.pickyfit
directory.

Note that go.pickyfit renames automatically the
pickyfit.template.inp in pickyfit. namenp

where nameis the argument of the go.pickyfit

command (e.g. pickyfit.benzene.cycle2.inp )

utility in the 3.fit

Following instructions, go to the 3.t directory and launch the go:pickyfit utility as requested:

>cd 3.t

> go.picky t -e -v benzene.cycle2

As already done in the previous cycle, with the-e option the input le, ( pickyfit:benzene:cycle2:inp) is

opened for editing. Since it contains, as starting parameters, th@nes employed at the beginning of the
last parameterization cycle, the nal parameters achieved in the3:fit subdirectory of Cyclel should be
manually copied and employed as starting parameters for this tting. This can be done by copying and
pasting them from the picky t.benzene.cyclel.par

the current 3:fit subdirectory. In the present example, the nal pickyfit:benzene:cycle2:inp input le will

thus look as follows:

le, which has been copied by thepickyassistant in

$molecule
1 C1 0.00000000 0.00000000 -1.39913611 1 O
2 C1 1.21168909 0.00000000 -0.69956805 1 O
3 C1 1.21169109 0.00000000 0.69956805 1 O
4 C1 0.00000000 0.00000000 1.39913611 1 O
5 C1 -1.21168609 0.00000000 0.69957105 1 O
6 C1 -1.21169009 0.00000000 -0.69956905 1 O
7 H1 0.00000000 0.00000000 -2.48621219 1 O
8 Hi 2.15312016 0.00000000 -1.24311309 1 O
9 Hi1 2.15312716 0.00000000 1.24310609 1 O
10 H1 0.00000200 0.00000000 248621219 1 O
11 H1 -2.15312416 0.00000000 1.24310609 1 O
12 H1 -2.15312316 0.00000000 -1.24310709 1 O
$end
$potpar 5.617E-01
LJ> site name e0 sigma csi

1 Cl1 0.3223 3.3904 1.do

2 C1 =

3 C1 =

4 C1 =

5 C1 =

6 C1 =

7 H1 0.1125 2.4785 1.d0

8 H1 =

9 H1 =

10 H1 =

11 H1 =

12 H1 =
LJ_end
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Coul> site name charge
1 C1 -0.1134
2 C1 =
3 C1 =
4 C1 =
5 C1 =
6 C1 =
7 H1 0.1134
8 H1 =
9 H1 =
10 H1 =
11 H1 =
12 H1 =
Coul_end
$end
$fixpar
Fix LJ> site name e0 sigma csi
1 Cl 20% 20% 0.0
7 H1 20% 20% 0.0
LJ end
Fix_Coul> site name charge
1 Cl 20%
7 H1  20%
Coul_end
$end
$weig -a 0.05 -M T -E 50.0
$dimergeom
cycle2.QM.dat
$end

Note that, di erently from cycle 1, the allowed variances (evidencel in red) are now 20% of the original
value, in consideration of the larger database of 150 dimers.

After closing this le, the non-linear t starts and ends by opening the pickyfit:benzene:cycle2:out le,
achieving the nal parameters, stored in the pickyfit.cycle 2:par le, with a standard deviation of 0.8
kJ/mol.

Step )

The convergence criterion P is evaluated as usual
>cd ..
> make -f pickyassistant step2.4

obtaining the following message:
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Copying the potgen.inp file in the 4.deltaP directory renam ing it
as cycle2.potgen

Copying the cyclel.potgen file in the 4.deltaP directory
from the 4.deltaP of the previous Cycle 1

Copying the mesh.inp file in the 4.deltaP directory
from the 4.deltaP of the previous Cycle 1

In the 4.deltaP, run the getDeltaP utility
as getDeltaP cyclel.potgen cycle2.potgen

After controlling that the cyclel:potgen and cycle2:potgen copied in the 4:DeltaP directory contain the
best- t parameters obtained in the cyclel and cycle2 ttings, respetively, the P convergence index can be
computed with a procedure similar to the one adopted for cycle 1:

> cd 4.DeltaP

> getDeltaP cyclel.potgen cycle2.potgen

Eventually, the following DeltaP:log le is visualized.

compute differences between potentials

filel : cyclel.nrg.dat

file2 : cycle2.nrg.dat
the grid extrema seem to be
D G -7.00 7.00
Y o 0.00 7.00
Z i -7.00 7.00
alpha ...... 0.00 180.00
beta ....... -180.00 180.00
gamma ...... 0.00 180.00
n points ............. 1058104
potential extrema 1 ... -9.792  339.458
potential extrema 2 ... -8.896  522.685
Standard Deviation .......... 5.2132
MSE (Mean Squared Error) .... 27.1772
MAE (Mean Absolute Error) ... 0.4329
Maximum Absolute Error ...... 183.3560
at point 0.00 2.50 0.00 0.00 -180.00 0.00

From this values, it is evident that P, whose value with respect to the previous cycle's IPES is 5.2
kJd/mol, is still far from the chosen convergence threshold (0.5 kJmol). Hence, a third cycle is necessary.

As for cyclel, the description of the simulation performed for cycle in step ) will be reported in this section.

Step )
As initial con guration for starting the MD simulation, the system equ ilibrated with the FF parameters

obtained in cycle 1 will be employed. The step is guided as usual kyyickyassistant, in the 5:MD directory,
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with the standard syntax,
>cd ..
> make -f pickyassistant step2.5

obtaining the following message:

Step 5 deals with an MD or MC simulation performed with the
parameters obtained in Step 3 of the current cycle.

To this aim, you should prepare in the 5.MD directory the
following files:

1. a file containing the directives for the MC or MD run

as a .mdp file for Gromacs, which can be copied from

the 5.MD directory of the previous cycle

2. a file containing the starting configuration, that will
be copied from the 1.picky directory of the current cycle

a file in GROMAC%®rmat has been found:
1.picky/final.cyclel.gro

which will be copied in the 5.MD directory
3. a file containing the new FF parameters

a file in GROMAC%®rmat has been found:
1.picky/benzene.cyclel.top
which will be copied in the 5.MD directory

Make sure to rename the latter file (e.g. cycle2.prms ),
edit it and insert therein the FF parameters

contained in 3.fit/pickyfit.cycle2.par.

Care should be taken in controlling formats and units.

Following the instructions given by the pickyassistant's message, the rst le required is the:mdp le, which
can be recovered from the previous cycle:

> cp ../Cycle1/5.MD/NPT.mdp 5.MD/.

> cp ../Cyclel/5.MD/index.ndx 5.MD/.

where the last le an auxiliary le, sometimes required by Gromacs .18

The second required le, is the one containing a reliable starting con guation. The pickyassistant tools
copies such le (namedfinal:cycle 1:gro) from the 1:picky directory, where it was used as sample to select
the second 150 dimersThis le can be left unchanged

Finally, the last le is the one containing the FF best- t parameters obt ained by pickyfit in the rst cycle.
The pickyassistant copies thebenzene:cyclé:top from the 1:picky directory in the 5:MD one. As previously
done, this le has to be renamed and edited properly, substituting the FF parameters obtained in cycle 1
with the ones saved in thegromacs.prms le, which can be found in the 3:fit directory. This can be done
with the commands:

> cd 5.MD

> mv benzene.cyclel.top benzene.cycle2.top

82



> vi benzene.cycle2.top

The nal vi command opens thebenzene:cyclé:top, that after the proper modi cation (as usual evidenced
in red) will look as follows:

[ defaults ]

; nbfunc  comb-rule gen-pairs fudgelLJ fudgeQQ
1 2 no 0.0 0.0

[ atomtypes ]
; hame mass charge ptype sigma (nm) epsilon (kJ/mol)
C1 12.01100 0.0 0.3518 0.3057

H1 1.00790 0.0 0.2388 0.0900

[ moleculetype ]

; Name nrexcl

ben 4
[ atoms ]
; nr  type resnr residue atom cgnr charge mass

1 Cil 1 ben C1 1 -0.106677 12.0110

2 C1 1 ben C1 2 -0.106677 12.0110

[...]

11 H1 1 ben H1 5 0.106677 1.0079
12 H1 1 ben H1 6 0.106677 1.0079
; Stretchings
[ bonds ]

1 2 1 0.1399 285529.403
[...]

The MD simulations can now be launched with the above described les. Athe end of this run,
the average density is be 866 kg/mol and the vaporization enthalpy, HY2", 31.2 kJ/mol. to be used as
reference for this example. Before starting nexPicky cycle, all the Gromacs relevant les should be copied
back to the 5:MD directory, and the molecules reconstructed (if necessary) thregh the Gromacs commands:
> trjconv -f confout.gro -0 nal.cycle2.gro -pbc mol
or
> gmx trjconv -f confout.gro -0 nal.cycle2.gro -pbc mol
In such way, the con guration le named final:cycle 2:gro now contains all the benzene molecule, correctly
reconstructed according to the periodic boundary conditions.
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5.2.4 Benzene: Cycle 3

Most of the commands to assist the parameterization along all cycteafter the second are analogous to those
described in the previous section (cycle 2). Indeed, cycle 3's workinmdjrectories are created by typing (from
the Cycle2's 5:MD directory)

>cd ../.

> go.picky -cycle 3

In the following, a short description of all parameterization steps in gcle 3 is given.

The parameterization now proceeds as described in the following.

Step )

Similarly to the previous cycles,
> cd Cycle3
> make -f pickyassistant step3.1

The outcome of this command is now the following message:

copying required files from last cycle:
Old Name ----- > New name

basis.dat ----- > basis.dat

accepted.dat ----- > accepted.dat

energy.dat ----- > energy.dat.old

IntCoord.dat ----- > IntCoord.dat.old

picky.<name>.cycle2.a.inp ----- > picky.template.cycle 3.inp

Make sure to copy in the 1.picky directory:

A] the FF parameters file optimized in previous cycle
B] the final equilibrated configuration obtained in
previous cycle

A list of the files contained in the 5.MD directory of Cycle 3:
benzene.cycle2.top confout.gro ener.edr final.cyclel.g ro final.cycle2.gro
ndex.ndx md.log NPT.mdp topol.tpr

Finally, remember to change the name of the
picky.template.cycle3.inp

according to your parameterization target name, and
edit the picky input file to fit it to Cycle 3
according to your parameterization target name, and
to your preferences

Note that the pickyassistant is expecting to nd in the Cycle2=1:picky directory a Picky input le contain-
ing an attractive " a" sampling. If this is not the case, the old Picky input le should be copied manually
in the current l:picky directory. As previously done, the con guration and the paramete les concerning
cycle 2 are retrieved

> cp ../Cycle2/5.MD/ nal.cycle2.gro 1.picky/.

> cp ../Cycle2/5.MD/benzene.cycle2.top 1.picky/.
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Finally, after properly renaming the Picky input le, the code can be launched with the standard commands.
> cd 1.picky

> mv picky.template.cycle3.inp picky.benzene.cycle3.a. inp

At this point, Picky can be launched with the command:

> go.picky -e -v benzene.cycle3.a

When the picky:benzene:cycl8:a:inp le is opened for editing by -e option, the following modi cations

(highlightened in red in the frame below) can be applied.

# Files containing snapshot of the system and FF:
$Parameters benzene.cycle2.top
$Traj final.cycle2.gro

# Picky options:

$Accepted 150

$Rmax 7

$Rmin 0

$Emax -2.0

$Emin -100.0

$Ndimer 50

$axisL 1 4

$axisS 2 6

$axisChain 0

$DI_threshold 5

$DI_weights 30 10 20 40
$end # End of Picky options

$geometry A B

C1 0.00000000 0.00000000 -1.39913611 1 0O 'CI
Cc2 1.21168909 0.00000000 -0.69956805 1 0 'C1'
C3 1.21169109 0.00000000 0.69956805 1 0 'CI

H11  -2.15312416  0.00000000  1.24310609 1 0 ‘HI
H12  -2.15312316  0.00000000 -1.24310709 1 0 'H1'

$end

$intruder A B
$end

$QM_method mp2
$QM_basis specific Hobza

Before performing the repulsive sampling, as done previously the tebase must be updated and a new input
le, created.

> mv IntCoord.dat IntCoord.dat.old

> mv energy.dat energy.dat.old

> cp ../..ICycle2/1.picky/picky.benzene.cycle2.r.inp p icky.benzene.cycle3.r.inp

Finally, the repulsive sampling can be performed, after modifying a fe directives in the picky:benzene:cycl&:r:inp
input, as detailed in the following.

> go.picky -e -v benzene.cycle3.r
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# Files containing snapshot of the system and FF:

$Parameters benzene.cycle2.top
$Traj final.cycle2.gro

# Picky options:

$Accepted 200

$Rmax 8

$Rmin 0

$Emax 60.0

$Emin -2.0

$Ndimer 50

$axisL 1 4

$axisS 2 6

$axisChain 0

$DI_threshold 5

$DI_weights 30 10 20 40
$end # End of Picky options

$geometry A B

Cil 0.00000000 0.00000000 -1.39913611 1 0O 'CI'
C2 1.21168909 0.00000000 -0.69956805 1 0 'CI1'
C3 1.21169109 0.00000000 0.69956805 1 O 'CI'
C4 0.00000000 0.00000000 1.39913611 1 0O 'C1'
C5 -1.21168609 0.00000000 0.69957105 1 O 'Cr
C6 -1.21169009 0.00000000 -0.69956905 1 O 'Cr
H7 0.00000000 0.00000000 -2.48621219 1 0O 'H1'
H8 2.15312016 0.00000000 -1.24311309 1 0O 'HI1'
H9 2.15312716 0.00000000 1.24310609 1 0 'H1'
H10 0.00000200 0.00000000 2.48621219 1 0 'HI'
H11 -2.15312416 0.00000000 1.24310609 1 0 'HI'
H12 -2.15312316 0.00000000 -1.24310709 1 O 'HI
$end

$intruder A B

$end

$QM_method mp2
$QM_basis specific Hobza

Step )
After modifying the Gaussian 09 :com les with
> modpickycoms 5GB 12
the QM calculation can be launched, eventually retrieving all the:log output les in the 2:QMsampling
directory. Next, as in cycle 2
>cd ..
> make -f pickyassistant step3.2
and following the instructions given by pickyassistant
> cd 2.QMsampling
> go.picky.recovernrg mp2
As for the preceeding cycle, all 100 dimer geometries and the cosgonding interaction energies have been
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now stored in the geo:list:dat le, in the 2:QMsampling directory.

Step )

Once the QM energies have been retrieved, the second FF parametzation can be performed. After
returning in the main Cycle2 directory, the pickyassistant can be exploited as usual to prepar the working
directory:
>cd ..
> make -f pickyassistant step3.3

The following message is generated:

Updating the energy database in the 3.fit directory,
by joining the cycle2.QM.dat with the geo.list.dat
obtained in the current cycle

It will be renamed cycle2.QM.dat

The pickyfit input file employed in Cycle 2 will be copied
in the 3.fit directory and renamed as pickfit.template.inp

Finally, the file containing the best-fit parameter of the p revious
cycle, pickyfit.cycle2.par, will be also copied in the curr ent

3.fit directory.

Make sure to paste the parameters contained in pickyfit.cyc le2.par

into the new pickfit.template.inp input file and edit the va riation

ranges in fixpar according to your needs.
See manual for details.

Then launch the go.pickyfit utility in the 3.fit

directory.
Note that go.pickyfit renames automatically the
pickyfit.template.inp in pickyfit. namenp

where nameis the argument of the go.pickyfit
command (e.g. pickyfit.benzene.cycle3.inp )

Following instructions, go to the 3.t directory and launch the go:pickyfit utility as requested:

>cd 3.t

> go.picky t -e -v benzene.cycle3

As already done in the previous cycle, thepickyfit:benzene:cycle3:inp input le must be edited to employ
last cycle's parameters as starting onesi.e. the previous pickyfit:benzene:cycle2:par le should be read

therein, as shown in the following.

$molecule
1 C1 0.00000000 0.00000000 -1.39913611 1 O
2 C1 1.21168909 0.00000000 -0.69956805 1

11 H1 -2.153124ié3 0.00000000 1.24310609 1
12 H1 -2.15312316 0.00000000 -1.24310709 1
$end

O o

87



$potpar 8.167E-01
LJ> site name e0 sigma csi
1 Cl 0.3057 3.5176 1.dO
2 C1 =
3 C1 =
4 C1 =
5 C1 =
6 C1 =
7 H1  0.0900 2.3876 1.dO
8 H1 =
9 H1 =
10 H1 =
11 H1 =
12 H1 =
LJ_end
Coul> site name charge
1 C1 -0.1067
2 C1 =
3 C1 =
4 C1 =
5 C1 =
6 C1 =
7 H1 0.1067
8 H1 =
9 H1 =
10 H1 =
11 H1 =
12 H1 =
Coul_end
$end
Sfixpar
Fix_LJ> site name e0 sigma csi
1 Cl1 100% 100% 0.0
7 H1 100% 100% 0.0
LJ_end
Fix_Coul> site name charge
1 Cl 100%
7 H1  100%
Coul_end
$end
$weig -a 0.05 -M T -E 50.0
$dimergeom
cycle3.QM.dat
$end

Note that, di erently from the previous cycles, since the databa®, now made of 250 dimers, is considered
more reliable than the smaller previous one, the parameters are noallowed to vary within a larger range.
Hence, the allowed variances (evidenced in red) are now 100% of tbeginal value.

At the end of th parameterization, the nal parameters, stored as usual in the pickyfit.cycle 3:par le, are

obtained with a standard deviation of 0.7 kJ/mol.
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Step )
The convergence criterion P is evaluated as usual
>cd ..
> make -f pickyassistant step3.4
> cd 4.deltaP
> getDeltaP cycle2.potgen cycle3.potgen
The computed P is again reduced with respect to previous cycle, yet, a value of 3.0 kJ/mol is still above

from the 0.5 threshold. Hence, a new cycle is necessary.

Step )
The step is guided as usual bypickyassistant, in the 5:MD directory, with the standard syntax,
>cd ..
> make -f pickyassistant step3.5
Following the instructions given by the pickyassistant's message,
> cp ../Cycle2/5.MD/NPT.mdp 5.MD/.
> cp ../Cycle2/5.MD/index.ndx 5.MD/.
The le is containing the FF best- t parameters obtained by pickyfit in the second cycle is prepared in the
usual way:
> cd 5.MD
> mv benzene.cycle2.top benzene.cycle3.top
> vi benzene.cycle3.top
editing the benzene:cyclé:top le, by reading into it the content of the gromacs:prms le produce by

pickyfit in the 3:fit directory, as follows:

[ defaults ]
; nbfunc  comb-rule gen-pairs fudgelLJ fudgeQQ
1 2 no 0.0 0.0
[ atomtypes ]
; hame mass charge ptype sigma (nm) epsilon (kJ/mol)
C1 12.01100 0.0 A 0.3456 0.4668
H1 1.00790 0.0 A 0.2936 0.0050
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[ moleculetype ]
: Name nrexcl
ben 4
[ atoms ]
; nr type resnr residue atom cgnr charge mass
1 C1 1 ben C1l 1 -0.117395 12.0110
2 C1 1 ben C1 2 -0.117395 12.0110
[...]
11 H1 1 ben H1 5 0.117395 1.0079
12 H1 1 ben H1 6 0.117395 1.0079
; Stretchings
[ bonds ]
1 2 1 0.1399 285529.403
[...]

The MD simulations launched with the above FF ends with the average dnsity of 850 kg/mol and a
vaporization enthalpy of 30.2 kJ/mol. Before starting next Picky cycle, all the Gromacs relevant les
should be copied back to the5:MD directory, and the molecules reconstructed (if necessary) thugh the
Gromacs commands:

> trjconv -f confout.gro -0 nal.cycle3.gro -pbc mol

or

> gmx trjconv -f confout.gro -0 nal.cycle3.gro -pbc mol

5.2.5 Benzene: Cycle n

The same commands employed in the previous section, changing onlize label 3 with n (where n is the
number of the current cycle), can be safely used for each of thaissequent cycles. However, since the P
index converged vide infra) in cycle 4, in the following the commands given for the last parameteeation
cycle will be breiy reported.

Step )
Similarly to the previous cycles,
>cd ./ ..
> go.picky -cycle 4
> cd Cycle4
> make -f pickyassistant step4.1
> cp ../Cycle3/5.MD/ nal.cycle3.gro 1.pickyy/.
> cp ../Cycle3/5.MD/benzene.cycle3.top 1.picky/.
The last suggestion given in thepickyasssistant message is to rename the template le according to the
present case study, that is
> cd 1.picky
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> mv picky.template.cycle4.inp picky.benzene.cycle4.a. inp

Next, the attractive Picky sampling is started with

> go.picky -e -v benzene.cycle4.a

having care to properly modi ed the names of the con guration and paameter les, the number of previously
accepted dimers.etc. (see the les in the Examples directory for further details).
Thereafter, the dimer database is updated

> mv IntCoord.dat IntCoord.dat.old

> mv energy.dat energy.dat.old

and the input le for the second (repulsive) sampling is prepared:

> cp ../..ICycle3/1.picky/picky.benzene.cycle3.r.inp p icky.benzene.cycle4.r.inp
> go.picky -e -v benzene.cycled.r

taking care to modify the usual directives.

Step )
After modifying the Gaussian 09 directives with
> modpickycoms 5GB 12
the QM calculations can be again launched.
The retrieving processes can be guided as usual by thpickyassistant with the commands:
>cd ..
> make -f pickyassistant step4.2
After copying all the Gaussian 09 output les, all QM data are retrieved with the go:picky:recovernrg
utility:
> cd 2.QMsampling

> go.picky.recovernrg mp2

Step )
The parameterization based on the retrieved QM database is againrppared by the pickyassistant
>cd ..
> make -f pickyassistant step4.3
and performed exploiting the the go:pickyfit utility as requested:
>cd 3.t
> go.picky t -e -v benzene.cycle4
As already done in the previous cycles, thepickyfit:benzene:cycled:inp input is modi ed by pasting into
it, as starting parameters, the ones employed at the beginning ofhte last parameterization cycle. Further
details can be found in the reference les distributed with the code in he Examples directory.

Cycle 4's parameters, stored in thepickyfit:cycle 4:par le, were achieved with a standard deviation of
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0.7 kJd/mol.

Step )

To evaluate P, the pickyassistant can be again exploited
>cd ..
> make -f pickyassistant step4.4
> getDeltaP cycle3.potgen cycle4.potgen
This time the P index is 0.38 kJ/mol, indicating that the parameterization has nally converged. The
nal parameters can be used one last time in simulation to control the nal density achieved, before using
them for extensive runs to compute the desired condensed phasarget properties. In the last Picky run,
prepared as usual in the5:MD directory, the system of 512 benzene molecules shows, at 298 Kdah atm,
an average density of 850 6 kg m® and a vaporization enthalpy of 30.0 0.2 kJ/mol. It should be noted
that, in agreement in the reached convergence of P, also the monitored thermodynamic properties have
converged to similar average values, being 850 7 kg m® and 30.2 0.3 kJ7mol the values obtained in cycle

3 simulation for density and HVaP |
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6 Licences

GNU GENERAL PUBLIC LICENSE
Version 3, 29 June 2007

Copyright 2007 Free Software Foundation, Inc. < http : ==fsf.org= > Everyone is permitted to copy

and distribute verbatim copies of this license document, but changig it is not allowed.
Preamble
The GNU General Public License is a free, copyleft license for softwarand other kinds of works.

The licenses for most software and other practical works are digged to take away your freedom to share
and change the works. By contrast, the GNU General Public Licensés intended to guarantee your freedom
to share and change all versions of a program to make sure it renias free software for all its users. We, the
Free Software Foundation, use the GNU General Public License for ast of our software; it applies also to
any other work released this way by its authors. You can apply it to Yur programs, too.

When we speak of free software, we are referring to freedom, nptice. Our General Public Licenses are
designed to make sure that you have the freedom to distribute caps of free software (and charge for them
if you wish), that you receive source code or can get it if you want it,that you can change the software or
use pieces of it in new free programs, and that you know you can ddése things.

To protect your rights, we need to prevent others from denying wu these rights or asking you to surrender
the rights. Therefore, you have certain responsibilities if you distibute copies of the software, or if you modify
it: responsibilities to respect the freedom of others.

For example, if you distribute copies of such a program, whether gtis or for a fee, you must pass on to
the recipients the same freedoms that you received. You must maksure that they, too, receive or can get
the source code. And you must show them these terms so they kwaheir rights.

Developers that use the GNU GPL protect your rights with two steps: (1) assert copyright on the software,
and (2) o er you this License giving you legal permission to copy, distibute and/or modify it.

For the developers' and authors' protection, the GPL clearly expains that there is no warranty for this
free software. For both users' and authors' sake, the GPL ragjres that modi ed versions be marked as
changed, so that their problems will not be attributed erroneouslyto authors of previous versions.

Some devices are designed to deny users access to install or rundined versions of the software inside
them, although the manufacturer can do so. This is fundamentally icompatible with the aim of protecting
users' freedom to change the software. The systematic pattarof such abuse occurs in the area of products
for individuals to use, which is precisely where it is most unacceptableTherefore, we have designed this
version of the GPL to prohibit the practice for those products. If such problems arise substantially in other
domains, we stand ready to extend this provision to those domains ifuture versions of the GPL, as needed
to protect the freedom of users.

Finally, every program is threatened constantly by software patats. States should not allow patents to
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restrict development and use of software on general-purpose roputers, but in those that do, we wish to
avoid the special danger that patents applied to a free program add make it e ectively proprietary. To
prevent this, the GPL assures that patents cannot be used to meder the program non-free.

The precise terms and conditions for copying, distribution and modi ction can be seen by typing
> go.picky -l
For any further information, the authors can be contacted at the following email-addresses:

antonella.cimoli@gmail.com ; ivo@dcci.unipi.it ; giacomo.prampolini@pi.ipcf.cnr.it
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